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ABSTRACT - Today's real time big data
applications mostly rely on map-reduce (M-R)
Jframework of Hadoop File System (HDFS). Hadoop
makes the complexity of such applications in a
simpler manner. This paper works on two goals:
maximizing resource utilization and reducing the
overall job completion time. Based on the goals
proposed, we have developed Agent Centric
Enhanced  Reinforcement  Learning  Algorithm
(AGERL) .The algorithm concentrates in four
dimensions:  variable  partitioning  of  tasks,
calculation of progress ratio of processing tasks
including delays, XMPP based multi attribute query
posting and Hopkins statistics assessment  based
dynamic cluster restructuring . An Enhanced
Reinforcement Learning Process with the above
features is employed to achieve the proposed goal.
Finally performance gain is theoretically proved.
Keywords: map reduce, Hopkins, multi attribute
query, reinforcement learning

1. INTRODUCTION:

The Map Reduce implementation in a Hadoop
framework is an upcoming platform to handle larger
applications involving parallel data processing.
Research and scientific calculations for a single task
can be carried out with substantial parallelism
techniques. Improving job completion time and
efficient utilization of resources are the main
considerations in this framework. This can be
achieved when allocation of map and reduce slots are
scheduled optimally. The scheduling adopts two
types of reinforcement methodologies, one is a
discrete process and the other is a continuous process.
A continuous reinforcement with a dynamic

restructuring mechanism is applied in our work to
reschedule the map & reduce tasks whenever there is
a necessity occurs.

Identifying and improving the straggler tasks in a
heterogeneous cluster[13] is one of the milestones in
the process of optimization of scheduling. Our paper
enhances the characteristics of RL process. The RL
algorithm is composed of the following components:
Agent, Environment, State Space and Reward. The
characteristics of agent are improved in the existing
MRRL scheduler [12] and it performs the following:

a) Variable partitioning of the incoming tasks

b) Computing Progress ratio of the tasks in

execution

¢) XMPP based multi attribute query model

d) Cluster restructuring based on Hopkins

statistical calculation

The agent plays an important role in the identification
of straggler tasks and who invokes the multi attribute
query based technique to retrieve the requirement of
resources needed to convert the straggler tasks into
faster tasks.

The environment is the configuration settings of
cloud based device. The state representation is the
classification of straggler tasks and quicker tasks.
The nodes also classified into slow nodes or non
scalable nodes and faster nodes or scalable nodes. An
objective of RL algorithm is taking actions based on
the computation value of reward function. It is
positive(>0) and negative(<0) rewards. If the
straggler task is able to be executed in the scalable
node, then it is a positive reward else it is a negative
reward. The scalable nodes can posses more number
of staggler tasks with positive reward and non
scalable node possess more number of straggler tasks
with negative reward.
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Previous works [11-13] has not involved the data
transfer delays, bandwidth delays in calculating the
status of tasks, but in our paper we have included the
above delays also for calculation, so that the
percentage of accuracy and efficiency can be still
improved. Scaling of the resources is made
dynamically as like earliest works, but multiattribute
based query strategy is adopted in the agent phase of
Reinforcement Learning (RL) process to identify the
amount of resources left idle at the particular instant.
Based on the progress ratio and query results, the
agent checks the possibility of the conversion of
straggler tasks (including the tolerable percentage of
30%) into quicker one. NOSql is employed for the
query retrieval process for transparency.

Section 2 discusses the previous works, section 3
describes the proposed model, section 4 outlines the
conclusion and future works.

2. PREVIOUS WORKS:

Implementation of Hadoop Map Reduce Framework
is carried out in earlier works and each work was
aimed to optimize the framework in various issues
like data locality, resource utilization, makespan,
performance enhancement,QoS, etc.

Lena et. al. in paper[1] proposed two Energy Aware
Map Reduce Scheduling Algorithms EMRSA -l and
IT to minimize the consumption of energy during the
execution of a application, thereby decreasing the
overall completion time. Various scheduling
algorithms have been studied and analyzed in
paper{2]. Liya et. al. worked out the comparision of
the mapreduce algorithms by exploring the merits
and demerits. Zhuo Tang in paper[3] explored an idea
of optimizing the scheduling in a heterogencous
cluster in two phases(job prioritizing phase and task
assignment phase).The authors gave a new dimension
of scheduling the jobs based on the category of 1/O
intensive and Compute intensive. Then the jobs are
allotted to the machines based on data locality. The
paper[4] focuses on a flexible scheduling scheme
adopted for any variety of metrics such as deadline,
makespan, SLAetc. Also FLEX aimed to guarantee
minimum number of slots to each job and make sure
a degree of fairess among the jobs.

A novel scheduler named Resource Aware Adaptive
Scheduler (RAS)[5] had been developed to improve
the resource utilization and job performance, but
RAS cannot resolve the network bottlenecks that
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occur due to inefficient placement of reduce tasks.
Matei et al. in his paper[6] focused on multiuser
workloads by adopting two simple techniques
namely, delay scheduling and copy compute splitting.
The authors applied the concept of statistical
multiplexing and achieve high throughput and low
response time.

A combination of K-means clustering and self
adaptive map reduce had been employed to improve
the performance of scheduling by doing less
computation and providing higher accuracy[7]. But
Thangaselvi et al. proposed her work by assigning
only one task for each data node which failed to
improve the overall throughput of multiple task.

An iterative computation was done by Ekanayake et
al. in [8] and the authors proposed a programming
model and architecture in a map reduce framework
and showed the improvement in the execution time of
incoming jobs. Based on input data, machine slots
and complexity of reduce function, a cost function
was proposed by Tian et al. in paper[9] and showed
the minimization of cost within the job deadline and
budget.

Paper[10] focused on demand resource provisioning
by employing a two tiered allocation mechanism ie,
locally and globally and a feedback mechanism was
also employed to manage the on demand capacities to
the concurrent applications.

Pastorelli et al. in his paper[11] evaluated job size
online in a multi server system using aging technique
and achieved fault tolerance, scale-out upgrades and
attempt to eliminate the starvation issues both for
smaller and larger jobs.

Reinforcement Learning technique [12] is adopted in
a heterogeneous cluster to identify and reduce the
straggler tasks .Nenavath et al. tried to improve the
utilization of resources and minimizes the overall job
completion time. But we have extended the RL by
assessing using Hopkins statistics to guide in cluster
restructuring.

Dynamic Proportional Share Model is designed using
multiattribute range query technique in paper[13] and
the query model is extended by adopting XMPP
protocol in our paper.
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3.THE PROPOSED AGERL ALGORITHM:

3.1. HOPKINS STATISTICS ASSESSMENT
BASED CLUSTER RESTRUCTERING:
Map Reduce Framework works in a heterogeneous
cluster and when the user submits the tasks, the task
is partitioned into required number of map and
reduces tasks in a non homogenous manner. The
partition takes place based on the configuration of
machines in the cluster, nature of tasks and data
locality. For this, the clustering tendency is assessed
based on Hopkins statistics methodology.
3.1.1. Procedure to perform Hopkins Statistics
Assessment:
Step 1: Assume the set of points within a node n, =
{P1sP2;--sPu}
Step 2: For every point p; in the node n; and its
nearest neighbouring point p; , compute the
Manhautten Distance between p; and p; and it is
represented as
U,,= Manhautten Distance(p;, p;).

Manhautten Distance(p;, p;) = [x1 — x2|+Hy1-y2|,

where (x1,y1) and (x2,y2) are the coordinates of p;
and p; respectively.
Step 3: For every points p;and p; within the node ny
compute the Manhautten Distance between p; and p;
and it is represented as
V.n = Manhautten Distance(p;,p;).

Step 4: Compute Hopkins Statistics (H)

H= 3 Un

Z Un t+ Z Vi

Step 5: H value for every node is computed in the
similar manner and if H(avg) > 0.5,then the cluster to
be restructured would be a meaningful cluster.

3.2. PROGRESS RATIO CALCULATION:
Assume the task is splitted into m number of map
tasks M={M,M,,....M,,} and n number of
Reduce tasks R={R.R,,....R,}

The current status of the tasks in execution is
calculated on a periodic basis and is given by
Progress Ratio of Task (M;/R;) =

[ Length of the task — Amount of Task Completed ]

Length of the task

+ (DT;+ BD; ) x 100 (D
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Progress Ratio avg = Yo ((M)) + Yjarn (R)

(2)
(m+n)

Nenavath et al. [12] set the tolerable limit to 20% and

we have considered data transfer delay (DT;) and

bandwidth delay(BD;) to improve the accuracy of

scheduling.

33.XMPP BASED MULTI ATTRIBUTE
QUERY MODEL:

It is the responsibility of the agent to identify suitable
node for the processing of straggler tasks.
The agent based on the progress ratio of each tasks
posts query to the nodes in the cluster. Extensible
Messaging and Presence Protocol (XMPP) based
multiattribute query model is employed in our work.
XMPP protocol works as follows: A query message
1s send to the machine A. If the message is send to
the right node, then the execution proceeds, otherwise
A itself sends it to the next nearest optimal node. This
continues until the right node is found.

The query is first posted to the nodes with data
locality and based on the reply (if that node’s
resources are able to process the straggler task in a
faster mode), restructuring of the cluster is predicted
with Hopkins statistical assessment. If the assessment
results above 0.5, then the prediction are preceded,
otherwise the query is posted to nearest nodes and the
same procedure is repeated till the prediction
becomes correct. The query structure is evaluated in
NoSQL. The query includes the attributes such as
CPU, memory, Data Transfer and Bandwidth. These
resources are included as a part of the query. The
result of the query posted to a node gives the
information whether that node can run the straggler
task, otherwise restructuring is predicted with
Hopkins. If not, the query is posted to the nearest
neighbor nodes(secondary priority nodes). This
process goes on until a suitable node is selected, if
not that conversion of that particular straggler task
into a quicker one has to be dropped. In this manner,
we try to reduce the number of straggler tasks in the
heterogeneous cluster.

3.4. PSEUDOCODE
ALGORITHM

PROPOSED AGERL

Step 1: Get the task T as input from the user
Step 2: Job Tracker analyze the task for its
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characteristics
Step 3: From the characteristics, Agent A performs
variable partitioning of the tasks into m Map
tasks and n Reduce tasks
Step 4: for each Mi/Ri tasks
compute the PR(M/R;) & PRy,
(asinEqnl & 2)
Shoot a query to the higher priority nodes
Compute the reward.
if reward=0
possible to convert the straggler tasks
into a quicker task
compute Hopkins statistics(H)
and check
if (H)=0.5
restructure the cluster
Step 5: Compute performance gain.
4. CONCLUSION:

The paper proposed an Enhanced version of
Reinforcement Learning Approach in the aim of
optimizing the scheduling in Map Reduce
Framework. The agent centric RL approach is
extended in four dimensions: partitioning the task
into map and reduce tasks based on the variable
nature of nodes, minimizing the number of straggler
tasks based on progress ratio and predicting to
convert into a quicker one, XMPP based multi
attribute query posting to identify the right node to
process the straggler tasks, restructuring the cluster
dynamically based on Hopkins statistical assessment.
The agent in RL process plays an important role for
minimizing the overall job completion time and
effective resource utilization. We have tried to
improve the accuracy of optimization by setting the
tolerable limit to 30% and including the delays for
progress ratio calculation. As a part of future work,
other methodologies can be incorporated for variable
partitioning and cluster restructuring to further
improve the effectiveness in scheduling.
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APPENDIX DATA FLOW DIAGRAM OF AGERL ALGORITHM:
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Enhanced Scheduling Approach Using
Heuristics Flow Equilibrium Based Load
Balancing Algorithm In Cloud

S. Selvi® and B. Kalaavathi**

ABSTRACT

Scheduling based on load balancing is a very big riddle in Cloud computing. Various techniques are available to
optimize cloud scheduling so as to effectively utilize the cloud resources and thereby improving the response time
of the users. Users on request for resources to execute their job, providers either allocate them a new Virtual
Machine (VM) or an ideal existing Virtual Machine or schedule accordingly. Response time varies based on the
distribution of load to the VMs. Though the load sharing is balanced statically, there may be unavoidable
circumstances dynamically due to which load distribution becomes uneven. Many existing technologies are available
to balance the load among the VMs, but still there are drawbacks and hence it is still in research. This paper
proposes Heuristic Flow Equilibrium based Load Balancing (HFEL) algorithm to improve scheduling in the Cloud.
HFEL algorithm would reduce the latency, reduce the response time and increase the throughput than compared to
the existing systems

1. INTRODUCTION

Cloud is a massively using computing model in the internet world. Nowadays customers prefer cloud for
doing their work, since it is a metered service. As the number of user requests increases, the challenges also
gets increased which has to be solved by both the cloud providers and cloud users [1]. When the user
submits the job to the providers, the provider analyzes the job, and checks the availability of resources.
Then the provider assigns the tasks to the new virtual machines or to the existing one based on their load in
a static manner [2].

Virtualization helps the providers to schedule the incoming tasks based on their needs. Each physical
machine encompasses many virtual machines. Load balancing plays a significant role in the optimization
of scheduling in Cloud. Scheduling gets optimized both in static and dynamic manner. Improved response
time, increased resource utilization and achieving maximized QoS are the parameters to be concentrated in
scheduling [3]. Though incoming loads are balanced among the virtual machines initially, there will be a
high degree of unpredictability of resource utilization by the running tasks and there may be the over dump
of new tasks to the overloaded machines which is a serious issue to be monitored and which may be the
root cause for the deviation in the submission of results to the user, that leads to increase in the response
time to the users than what he/she is expected. Balancing the loads helps in solving the above issue [4].

Load Balancing is achieved by migration of running tasks or infrastructure from heavy loaded machines
to lightly loaded machines which will reduce the response time of the user. Migration is majorly classified
into Process Migration and Live Migration [5]. Process Migration is further divided into Operating System
migration, User level migration and Object based migration. Process Migration concentrates on the
transferring of running tasks from higher tasks machine to a lower tasks machine, whereas Live Migration
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transfers the virtual infrastructure from one machine to another machine. Our work focuses on process
migration. Heuristic Flow Equilibrium based Load Balancing algorithm is the proposed work of our paper
to balance the load dynamically, thereby achieving the QoS of the user. HFEL uses indexing based mechanism
to find out the heavy loaded and least loaded machines. Number of virtual machines included in the physical
machine depends upon its level of configuration. Our paper considers on memory, bandwidth, speed, 1/O
access to determine the load of virtual machines.

2. RELATED WORK

Achievement of an efficient scheduling using load balancing is one of the approaches to provide an
expected Qos for the users. Various researches have been undergone on load balancing among the virtual
machines and it has to be done as a continuous process in order to reduce the response time of the
users.XuChaoqun ef al. [6] proposed a load balancing approach with key resource relevance(KRR) and
they considered number of tasks, average waiting time and assignment of loads to the VMs as the primary
factors for the optimization of scheduling in Cloud. The authors formerly divided the virtual resources in
to groups by creating VMs and categorized on the basis of relevance between the user tasks and the
priorities of the tasks are being calculated dynamically and then assigned to their appropriate VMs. The
paper [7] sketched out Artificial Bee Colony(ABC) for balancing the load in Grid. The ABC algorithm
tried to optimizes the algorithm based on the behavior of honey bee swarm. The makespan and deadlines
are the constraints considered to achieve load balancing. Omer et. al. In his paper [8] took the challenge
of running High Performance Computing (HPC) jobs in the virtual machines on the grid environment.
The authors aimed at better provisioning of underlying resources and customization of execution
environment at run time.

The paper [9] developed a deadline aware algorithm to reduce the job execution delays and thereby
optimizing jobs dynamically to meet their job obligations. The algorithm encompasses training phase and
steady phase in the scheduling model that not only maximizes the success rate of the jobs but also
concentrating on the high utilization of virtual resources. The authors divided the user jobs based on unlimited
deadlines and tight deadlines. Jobs with unlimited deadlines are those which are aimed to finish their jobs
with no time constraints and not bothering about the virtualization overhead. Jobs with tight deadlines are
those that are strictly adhered for the completion of their jobs with the prescribed deadline. The authors in
[10] projects on two approaches for efficient resource management in a grid environment. First approach
attempts on sub optimal scheduling based on prior information about local schedules and resource reservation
status. Cyclic Scheduling Scheme was used for this approach. Backfilling approach was undertaken for the
second approach to dynamically perform rescheduling with an aim to improve the overall resource
utilization.Genetic algorithm based load balancing was undergone in Koushik et.al’s paper[11] to make an
optimal utilization of resources in a cloud environment. But the authors considered all the user’s jobs were
all of the same priority which would be impossible for all the cases ina real time environment. A survey
paper of Karthik ez al. [12] gave an overview on various background techniques of offloading computations
in mobile systems.A monitoring tool [13] was proposed for KVM based virtual machines to identify
bottlenecks among virtual machines and resource profiling with a motto of measuring the performance of
KVM hosted web servers.

Grain size was the parameter considered to check the load balancing in the heterogeneous systems both
in a static and dynamic environme nt. The authors in [14] presented a performance model to find out an
optimal value of grain size and improve the performance in the context of sparse grid interpolation. A soft
computing based load balancing was developed by the authors in [15] and they allocated the resources to
the virtual machines based on the analysis of the properties of the tasks. Branko Radojevic [16] propose a
decision making based load balancing approach for dividing-the whole tasks into sub tasks using the session
switching process. The session switching is done wilfsdhe help of the round robin process. Ratan Mishra
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[17] uses the Ant Colony optimization technique for distributing the whole tasks into the different sub tasks
which avoids the drawback of the heavy load in the network.

Martin Randles [18] uses the round robin techniques for dividing the process between processors.
These divided processes are equal, but the job processing time is different from process to processors. This
algorithm mostly used in the web servers and the services are distributed manually and equally. Yi Lua,
[19] uses the power of medium approach for reducing the system overloads by applying the join idle queue
process. Then the process manages the tasks and resources in the virtual machine.

3. DISCUSSION ABOUT DIFFERENT ALGORITHMS

In this section discusses the various discussions about the cloud load balancing algorithm like Join-idle
Queue, Ant Colony Optimization algorithm and the decision making based queue process.

Join-Idle Queue based Load Balancing Algorithm

This algorithm uses the single shared queue and the jobs are waiting in the queue while one job completed
in task it transfer into the next queue. Ifthe server process one job then the other requested jobs need to wait
in the idle queue. After completing the process of the particular job the next job is chosen according to the
arrival time of the job. Then the arrival time is calculated as follows,

An 1 Ap
m'p'r(l—x) (1-2) (1)

Where An is the job arrival rate in the queue.
(1-A) is the job proportional rate of the job in the queue.

Based on the job arrival rate it distributes to the different server for managing the load in the cloud
environment.

Ant Colony Optimization based Load Balancing algorithm

Ant Colony Optimization is worked based on the behavior of the insects which have the limited amount of
memory and large random components. The behavior of the insects used to estimate the shortest path while
making the large trail in the optimization process. During the load balancing process, each task should be
maintaining the probability table, source and destination point to manage the task while distribution. Initially
the tasks are analyzed and the variables and the table has been initialized. Then the time of each task is
calculated and the optimized solution has been determined using the minimum execution time of the task.
The new task value is updated as follows,

X, =min{f (P)}

tew

Where k=1, 2, 3... K

After estimating the new task value the probability table value is updated simultaneously for assigning
the tasks to each machine.

Round Robin Techniques based Load Balancing Algorithm

The next approach is Round Robin based load balancing technique which is applied in Honey Bee Foraging
load balancing Algorithm. The algorithm uses the time for executing the particular task in which each task
time is divided into the multiple slice based on the time scheduling process. The time is managed by using
the bee optimization algorithm and the resources are allacated to the particular job. Based on the execution
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queue management system, time exists and so on. So the proposed system uses the Heuristic Flow Equilibrium
based Load Balancing (HFEL) algorithm based approach for scheduling task in the cloud environment.

4. PROPOSED WORK

This section discusses the proposed scheduling algorithm based load balancing in the cloud environment.
In cloud, load balancing placing an important role because several users request services simultaneously
during that time collusion or some issues like response time increasing, the cost may be increased [20]. For
this above issue scheduling based load balancing is used to distribute the resources with efficient manner.
So, the proposed system uses the Heuristic Flow Equilibrium based Load Balancing (HFEL) approach for
scheduling and distribute the work in the cloud environment. Then the proposed system architecture is
shown in the figure 1.

|'
|

et e

Scheduling Algorithm

Hash Table for Heurislics Flow
indexing the Virtual o] Equilibrium Based
Machine Load Balancing

ATgoTilim

R T T e

Figure 1: Proposed System Architecture

The above figure 1 explains that the working process of the proposed system. The cloud user request
resources in the cloud environment. The related resources are fetched from the cloud service provider
server and those services are balanced by the load balancer. The load balancer allocates, each process to the
particular machine based on the scheduling algorithm. Then the step by step procedure of the Heuristics
Flow Equilibrium Load Balancing algorithm is explained as (bllows.

Heuristics Flow Equilibrium Based Load Balancing Algorithm:

The proposed algorithm aims at optimizing the scheduling of incoming jobs by balancing the load among
virtual machines throughout the execution of the tasks and thereby decreasing the response time of the
Uusers.

The algorithm uses the following heuristics:

*  Number of virtual machines for each physical machine get varied based on its level of configuration.
* The incoming workflow is divided into sub tasks by considering the dependency relationship

¢ The subtasks are then classified into simple, medium and complex based on their resource requirements

* Physical machines along with their virtual mach areAdentified for their lower, medium and

higher configuration
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 Each virtual machine is assumed to have resources such as memory, bandwidth capacity, speed and
1/0 access. '

Each physical machine maintains an index that contains name of the virtual machine, number of tasks
allocated to it, execution status of the virtual machines, resource status, utilization status and so on. The
index table gets updated whenever a virtual machine is removed from physical machine or a new virtual
machine is added to the physical machine. The execution status of every task is also updated in the table.

The incoming workflow is divided into subtasks and a classifier is used to classify the tasks based on its
interdependency, complexity of the tasks and resource requirements. The tasks are divided based on the
execution time and the minimum execution time tasks are grouped.The classified tasks are made into
groups based on its level of complexity, dependency, etc and their loads are calculated. Then they are
scheduled accordingly to the virtual machines group. A load balancer is used to perform the following
operations:

(i) Calculate the capacity of each virtual machine and determine the cumulative total capacity

(ii) Update the indexes of each virtual machine when a new task is being assigned or completed tasks
is removed from the VM.

(iii)Determine whether there is an exceed in the load of VMs when compared to their tolerable capacity
and also check whether there is a load imbalance between virtual machine groups. Then the working
flow of the load balancing process is shown as follows,

Tasks are placed in queue

Status Update Information

-

Figure 2: Load Balancing Workflow,
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The figure 2 describes the flow of virtual machine assignment based on hash table indexing and load
balancing.Here the user tasks are placed in the queue and assigned to the virtual machine by using the hash
indexing table. During the assignment, the resources availability of the virtual machine should be
estimated.Based on the resource particulars, virtual machine has been identified and the resources are
assigned to that virtual machine for reducing the response time. Then the scheduling and load balancing
process is explained by using the following algorithm.

Input: Set of Incoming tasks T{T), T>, Ts....T, | and set of Physical Mzhines
having VirtuathineM as {P1(VM,,VM,.VM;,... VM, } and
P?(VMMI ,VMm’z, ane VMm)]

Output: Every incoming task i optimally assigned to thevirtual machines there by
balancing the load dynamically. |‘
Procedure:

Step I: Classify the incoming tasks into n subtasks

Step 2: Group the sub tasks based on its dependency and complexity

Step 3: For every group of tasks, calculate the load,
do
{

N(T.£) , ; ; ;
Lywe; = Foee s (6 (Load balancing ol cach virtual machine)
.I

Then calculate the resource utilization of the virtual machine
.."".r-R‘--} . - - . -
R-(T,:] =ET, * [(-—"} (Resource Utilization of each virtual machine)
- m
Step 4: Allocate the task to virtual machine according to minimum load balanced
and minimum resource utilization VM.

Mathematical Model to Calculate The Load Value and Resource Utilization

Let us consider an ordered set of m virtual machines as YM=(VM,VM,,VM,,...VM } and a set of n
incoming tasks as T={T, T,, T,,...T }. Let us take Gmax as the maximum throughput obtained during the
execution of tasks and ETU. be the Execution Time for task T, and Virtual Machine VMJ..

Execution Time of all tasks in VM, can be calculated by the formula,

ET, =X, ET, (j lies between 1 to m) (N
Throughput can be calculated by the following formula.

Gmax = {max_, CT,,max _ X _ ET } )

i

where the first component gives the completion time of task i,
the second component gives the execution time of VM in task i.

In addition the capacity, load, resource utilization, execution time and variance of the virtual
machine has been calculated for determining the virtual maching~qllocation process which calculated as
follows,
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CapacityofV}WJ,
C,=F,*h,, +VM, *VM

ny Hps by ila

Where,

P, —Number of Processors in VM,

P,,,,;,lﬂ. — Million Instructions per second of all processors in VMJ.
VMM — Communication Bandwidth ability of VMJ.

VM;—;o -1/0 Contention of VMJ.

Overall Capacity of all active VMs
C=X.,C

where,

C, —is the value of active VM, calculated in Eq. 3

Load Calculation on a single VM
Total Length of tasks assigned to VM is given by,

__NT.n
Ll’ﬂ-k.- - VMb_U (f)

MN(T, £) — Number of tasks active at time ‘t’ on service queue of VM

VM, (7) - Communication bandwidth of VM, at time "’

Load Calculation of all active VMs

s
L - Ei=1 LI".\-.‘:'

Execution Time of a Single VM
Now the Execution Time of a Single VM can be calculated as,

ET: — LVM:‘
2]

Execution Time of all active VMs

Therefore, the Execution Time of all active VMs can be calculated as,

Ei‘"z£
C

Variance Calculation of Load

i

o= \/l* 58 (BT ~ETY
m
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L

m

VarianceV =[ *(ET — ET):J (10)

Overall Resource Utilization

n

R(:)=Eiﬁ{w] )

R(T) — Resources utilized for Task T’

n- Number of Virtual Machines

R,— Number of units of resources available in VM
m - Units of Resources that each server has

ET, -Execution Time of Task i

Thus the proposed Heuristics Flow Equilibrium Based Load Balancing Algorithm schedule the job to
various users with minimum response time and minimum resource utilization. Then the overall load of the
particular virtual machine also reduced because it divides the whole task into sub tasks which lead to
increase in the throughput of the load balancer. The performance of the proposed system is evaluated by
using the experimental result and discussion.

5. PERFORMANCE ANALYSIS

This section discusses about the performance analysis of the proposed Heuristics Flow Equilibrium
Based Load Balancing Algorithm using the execution time of the virtual machine, response time,
throughput metrics. The experiments are carried out in Java based implementation and the virtual machines
are chosen according to the data centers. Then the RAM, hard disks are selected and the resources
are provided based on the task execution time. The table | represent that the overall performance analysis
of the proposed system with several existing methods [21] such as Central Load Balancing Decision
Module (CLBDM), Ant Colony Optimization Based Load Balancing Algorithm (ACO), Honeybee
Foraging load balancing Algorithm (Honey Bee Foraging) and Join [dle Queue Load Balancing Algorithm

(JIQ).

Table 1
Representation of Performance of the Load Balancing Algorithm in Cloud
Performance Metrics CLBDM ACO Honeybee JIO HFEL
Foraging
Through put High Low Low Moderated High
Speed Moderated Low Moderated Low High
Complexity Moderated High Moderated High Low
Fault Tolerance Low High Moderated Low High
Response Time High Moderated Low Moderated Low
Performance Moderated Low Moderated Low High

vides the optimized results when compared
proposed load balancing algorithm is

The above table 1 clearly shows that the proposed system
to the other load balancing algorithms. The response time o'
listed in the table 2. Rl CIPALl
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Table 2
Response Time of the Different Load Balancing Techniques
Load Balancing Technigues Response Time (ms)
CLBDM 5.36
ACO 4.16
Honey Bee 3.47
Foraging 2.01
I 1.34
HFEL 0.33

The graph representation of the proposed system response time is shown in the figure 3.

Response Time (ms)

CLBDM ACO Honeyhee Qg HFEL
Different Load Balancing techniques

Figure 3: Response Time of the Different Load Balancing Techniques

The above figure 2 clearly shows that the proposed system consumes minimum time which means the
algorithm produces the resources with minimum time when compared to other load balancing algorithm.
Then the throughput of the proposed system is increased which is shown in the figure 4.

w = 1 & N

rJ

Throughputtaks (no.of task/sec)

(== B

VM1 VM2 VM3 VM4
Virtual Cloud Resources

Figure 4: Throughput of the Virtual Cloud Resources
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Thus the figure 4 explains that the throughput of the different virtual resource on various tasks which
produces the highest throughput when compared to the different virtual machines. Based on the resources
the scheduling utilization is explained in the figure 5.

&
45
X 4
E 35
5 3
W25 1
315 ¢
g1y
05 1~
0 A

Virtual Cloud Resources

Figure 5: Scheduling Rate of the Virtual Cloud Resources

The figure 5 shows that the VM4 has high scheduling rate (97%) than compared to the other virtual
machines which means that the tasks are effectively utilized by the VM4 for every resource. Based on the
scheduling rate, response time, the task resource utilization rate is shown in following table 3.

Table 3
Resource Utilization Rate

Tasks Resource Utilization Rate

M1 A2 VM3 VM4
T1 1.3 2.36 3.65 23
T2 2.6 1.35 4.39 3.14
T3 3.7 3.48 5.47 4.01
T4 4.01 3.47 4.36 5.46

Finally, the related graph representation of the resource utilization rate of different virtual machine
using the proposed load balancing technique is shown in the figure 6

Thus the proposed system ensures the minimum response time based load balancing approach in the
cloud environment.

6. CONCLUSION

Thus the paper discusses the proposed Heuristics Flow Equilibrium Based Load Balancing Algorithm for
scheduling the various tasks to the different virtual machines in the cloud environment. The Heuristic
method indexed each virtual machine based on the hash table which is used to schedule the process. During
the scheduling process, each task is subdivided into differefit groups and the complexity, resource utilization
of the virtual machine is estimated. Based on the complexitylandrEsource utilization the task is allocated to
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= VM1
mVM2

VM3
= VM4

Resource Utilization Rate (sec)

Number of Tasks

Figure 6: Resource Utilization Rate

the virtual machine with minimum response time. Thus the heuristic approach schedules the task and
effectively utilizes the cloud resources and improves the response time of the users. Then the performance
of the system is evaluated using the response time, average throughput and scheduling rate. Thus the
proposed system consumes minimum response time 0.33 ms and the task scheduled rate is 97% when
compared to the existing methods. This enhanced scheduled rate helps the tasks to utilize the virtual machines
in an effective manner.
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Abstract: This research proposes a novel video watermarking model for video frames based on Rotation Scaling
Transformation (RST). Most of the available watermarking methods utilize image processing techniques to
execute the watermarking task. This proposal adopts a K Dependency Bayesian (KDB) Model for the
approximation of the frames according to probability values. In the study presented, video frames are
segmented using the Markov Random Field (MRF) segmentation technique where KDB represents every part
of the frame region. Singular Value Decomposition (SVD) is used for encryption of the selected feature points.
The encrypted areas located at the feature points are utilized for watermark embedding and extraction. During
the stage of embedding, the text files are converted into a matrix. Both the matrices are then merged using the
sum of the matrices. The watermark embedding strength is adapted according to the noise visibility function
and the analysis of the probability of error is performed mathematically. Simultaneously, the watermark
embedding and extraction techniques are assessed based on a proven mathematical model. Experimental results
prove that the proposed MRF-SVD video watermarking method performs better in terms of invisibility and
robust behavior in comparison to the previous methodologies under potential attacks such as cropping,
rotation, scaling, sharpening and Gaussian noise in case of videos.

Key words: Rotation Scaling Transformation (RST), K Dependency Bayesian (KDB) Model, Marko Random

Field (MRF) segmentation technique, Singular Value Decomposition (SVD), watermark embedding

and extraction techniques

INTRODUCTION

The fast growth of new information methodologies
has enabled easy access to digital information. On the
other hand, it has also worsened the issue of illegal
copying and redistribution of digital media. The technique
of digital watermarking was mtroduced when there were
attempts made to resolve issues in relation to the
mtellectual property rights of media management. A
digital mage watermarking scheme must be effective
enough to tackle a variety of potential attacks. Geometric
distortions pose more difficulty m thwarting 1n
comparison to other types of attacks. The technology of
digital watermarking was put into application when trying
to resolve the troubling issues associated with the
management of mlellectual properly of digital products
(Zheng et al., 2007).

A watermark 15 a digitized code which is implanted
mto the digital cover content 1.e., text, audio or video

sequence. Digital video is basically a collection of
sequential still images. A watermark can be used to carry
any kind of data but the amount of the data that 1t can
carry is limited. The amount of information that can be
embedded into the video is referred to as payload. The
level of vulnerability of information increases in
proportion with the amount of the information a watermark
carries. Again, the amount of information that a watermark
can carry is purely restramed by the size of a specific
video sequence. Watermarking gives more preference to
robustness rather than capacily. Hence, a watermark
basically carries tens to thousands of concealed data in
bits per video frame (Jayamalar and Radha, 2010).
Digital watermarking 1s found to be an efficient
solution to the 1ssues of multimedia video frames and data
authentication. Myriad ol geometric invariant algorithms
have been put forward in the last few years (Zheng ef al..
2007). Digital image watermarking technologies can be
classified into three important categories: mmplanting the
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watermark in the geometric invariant domain (Zheng ef al.,
2007); implanting a template along with the watermark
(Zheng et al., 2007) and implanting the watermark on the
basis of feature selection techniques which in the recent
times has shown good performance with respect to
robustness (Seo and Yoo, 2006; Zheng et al., 2009).

A strategy for the detection of watermarks after
geometric distortion is the identification of the distortions
and the application of mverse transform before watermark
extraction. This can be performed by embedding a
template along with the watermark (Fouda, 2015) into the
cover image. Researchers have proposed embedding of
two watermarks, a template and a spread spectrum
message which contains the information or payload. The
template comprises no data by itself but is utilized for
detection of the transformations made to the watermarked
mmage. This type of template is suitable for all images.
However, it has the limitation of being easy to remove as
the template generally corresponds to peaks in a
transform domain. This fact may increase conmiving
attempts to reveal the registration pattern and, after its
discovery, the removal of registration pattern from the
watermarked image could be dome, thus posmg a
restriction on the reversible capability of any geometric
distortions.

Nowadays, most of the watermarking schemes exhibit
poor performance against geometrical attacks. The general
geometrical attacks are rotation, flipping, translation,
aspect ratio resizing and  cropping.
Watermarking schemes apply several synchronization
techniques for handling geometrical attacks. These
approaches generally attempt to identify the geometrical
distortions and reverse them before the watermark
detector 1s made use of. The identification of the
geomelrical distortions is accomplished by the
examination of a registration pattern embedded along with
the watermark i the host image (Coria et al., 2007).
However, the addition of the registration pattern to the
data-carrying watermark decreases the fidelity of the
watermarked image in addition to the scheme’s capacity.
Another drawback of this technique is that, generally all
the watermarked images carry the same registration
watermark. Hence, it is an easy task to detect the
registration watermark through illegal attempts. Once the
registration pattern is found, it could be removed from all
the watermarked images, thus limiting the chances of the
invertibility of any geometric distortions. In addition,
these techniques mncrease the computational time
considerably and in few cases their performance is poor.
This 1ssue 15 resolved by using the feature ponts based
watermarking scheme which again performs the detection
of the attacks against geomelric properties.

changes,

3183

Recently researches have put forward a digital video
watermarking scheme (Yuan and Pun, 2013) which is
efficient to geometric distortions, such as rotation, scaling
and cropping. The embedding/extraction of the watermark
is based on feature selection and local Zemike transform
in/from each selected frame. The feature selection
technique called Adaptive Harris Detector which follows
the revised traditional Harris Corner Detector and the local
Zernike moments-based technique 1s used for
watermarking. In each selected frame, the selected circular
patches are broken down into a collection of binary
patches with Bit-Plane Decomposition method. It has
been established that the selected feature points can
subsist a wide range of attacks and can be used as
reference points for both watermark embedding and
extraction. Results obtained from experiments show that
the performance of the watermarking technique 1s not up
to the mark against sharpening and noise in the attack. It
can also be inferred from these experiments that the
removal of feature point’s noise is not performed
precisely, if the watermarked image undergoes distortions
and geometrical transforms. Sigmficant improvement
cannot be obtained even with higher order moments
calculation.

A new video watermarking technique was proposed
on the basis of the rotation mvariant feature and image
normalization to resolve the problems quoted above. The
K-Dependence Bayesian (KDB) image segmentation
techmique has been applied for segmentation of the video
frames image into several homogeneous areas. One
feature point is selected using Markov Random Field
(MRF) for each region. These pomnts are strong against
rotation, scaling and cropping. Rotation of the area is
done for every feature points disk, to align it with the
feature pomt. Then image normalization is used to
transform the disk region to its compact size which is
scale invariant. After the rotation and scaling of video
frame samples, the encryption of video frame content is
done using Singular Value Decomposition (SVD). Using
these techmiques, the secunity of video content 1s
assured, watermark embedding and extraction is done. In
watermarking embedding stage the encryption of the
snapshots and text file of the question paper to video
frames is performed, then attack resistance is conducted
for embedded watermarked video frame image. A
mathematical model is very important for the analysis of
the watermarking process. The estimation of KDB
parameters is done using MRF. The adaptive adjustment
of the quality of the embedded video watermarked image
samples is done based on the characteristics of the
embedding region, by using ngises. The results are
[igured based on the PS {SE.
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Literature review: Mirza ef al. (2007) have suggested a
digital video watermarking approach based on Principal
Component Analysis (PCA). An undetectable watermark
is embedded nto the three different RGB channels of the
video frame using PCA transform in isolation. The chief
advantage of this lechnique is that the same or multi-
watermark can be implanted into the three color channels
of the image for increasing the robustness of the
watermark. The usage of PCA transform helps in the
choice of the desirable substantial components into which
to embed the watermark. The results from previous
experiments demonstrate a high degree of reliability
against the general video attacks, especially frame
dropping, cropping and rescaling for a good quality
perception.

Al-Taweel and Suma (2009) have introduced a
new DWT-based video watermarking algorithm on the
basis of a three level DWT making use of Haar filter which
is again efficient against geometric distortions such as
Downscaling, Cropping and Rotation. It is also very
reliable against image processing attacks such as Low
Pass Filtering (LPF), Median filtering and Weiner [iltering.
Moreover, the algorithm is strong against Noise attacks
such as Gaussian noise, Salt and Pepper attacks. The
embedded data rate is high and it is less prone to attacks.
It has been observed from the experimental results that
the embedded watermark is hard and not seen.

Mostafa ef al. (2009) presented a new method for a
binary logo watermark embedding into video frames.
Discrete Wavelet transform is performed on every video
frame. PCA is then applied to each block of the two bands
(LL-HH). The watermark is embedded into the principal
components of the LL blocks and HH blocks in many
ways. The test results depict that there is no easily
observable difference between the watermarked frames
and the original frames and show the efficiency against a
wide range of attacks such as MPEG coding, TPEG coding,
Gaussian noise addition, histogram equalization, gamma
correction, contrast adjustment, sharpen filter, cropping,
resizing and rotation. Combination of the two transforms
help in the improvement of the performance of the
watermark algorithm.

Bhatnagar and Raman (2012) intreduced a Wavelet
Packet Ttransform (WPT)-based robust video
watermarking algorithm. A visible comprehensive binary
image is used as the watermark. In the first stage, frames
in sequence are extracted from the video clip. The WPT
algorithm is then employed on each frame and from
each orientation, selection of one sub-band 15 done on the
basis of block mean intensity value called robust
sub-band. The embedding of Watermark 1s done in the
robust sub-bands according to the relationship between
wavelet packet coefficient and its 8-neighbour (D8)
coefficients taking into consideration the robustness and
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invisibility. Experimental results prove the robustness and
the better performance of the algorithm and in comparison
with other available algorithms in the literature.

A real-time video watermarking technique
(Wang et al., 201 1) against geometric distortions has been
suggested for DCT-encoded compressed video data. The
full DCT coefficients have been established to be”
unvarying to scaling and local geometric attacks. Hence,
watermarks are embedded into Watermark Minimal
Sequences (WMS) by the modulation of the low-
frequency full DCT coefficients. To satisfy the needs of
real-time performance, a fast inter transformation 1s
applied for the construction of full DCT obtained directly
from block DCTs. The changes of full DCT coefficients
are applied to inverse transformation of the differences of
block DCT coefficients that are added in subsequent
steps Lo the original block DCTs for the generation of the
WMS. The technique can withstand rotation attacks with
the employment of a rotation compensation strategy.

An adaptive blind video watermarking technique
(Park et al., 2006) using video characteristics according Lo
the Human Visual System (HVS) in three-dimensional
discrete cosine transform (3D-DCT) domain has been
proposed. The patterns of 3D-DCT cubes and the types
of video segments are classified for the optimization of the
weight factors for watermarking. Classification utilizes the
texture and motion information of 3D-DCT cubes. An
optimized watermark is embedded into the mid-range
coefficients of 3D-DCT cubes with the help of trained
optimal weight factors. The results obtained from
experiments prove that the proposed method offers good
performance in the presence of various potential attacks
such as MPEG compression, frame dropping, frame
insertion and frame swapping with respect to invisibility
and robustmess than the techniques in prevalence before.

A new robust video watermarking system on the
basis of Hidden Markov Model (HMM) and Artificial
Neural Network (ANN) (Elbasi, 2007) has been developed.
The suggested watermarking approach splits the video
sequences into Group of Pictures (GOP) with HMM. Parts
of the binary watermark have been embedded into each
GOP with a chosen transformation domam watermarking
algorithm. ANN constructs the optimal transformation
algorithm for each corresponding GOP. The embedding
procedure is the standard additive algorithm n low and
high frequencies in varied transformation domains.

MATERIALS AND METHODS

Proposed video file is secured using SVD with markov
random field watermarking scheme and attack resistant
analysis: This research work introduces a new attack

tolerant analysis schema for Z@(yalemarking image,

[nitially the video [ile 15 giv mnput for the original
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Fig. 1: Architecture of the proposed system

image. The conversion of video files into frames takes
place next. Random selection of any one frame in the
video file is done, then the frame is segmented into a
number of homogeneous parts and the feature points are
selected. The frames in the video files are segmented on
the basis of K-Dependence Bayesian (KDB). The circular
areas for watermark embedding or extraction are then
determined. The rotation, scaling and translation invariant
areas can be used for watermark embedding and extraction
on the basis of the image normalization and orientation
assignment. The segmented image 1s simulated as Markov
Random Field of mathematical analysis for various
features of the processes such as
embedding strength adjustment. Encryption is done to
provide more security to video frames. Encryption is done

watermarking
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Video Frames |I

using the Singular Value Decomposition (SVD). The
encrypted output is given as input to the watermarking
process. There are four important parameters which are
generally utilized for the determination of the quality of
scheme. They are robustness,
imperceptibility, payload and security. Robustness is
defined as the measure of resistance of watermark, against

the watermarking

allempts to image modification and mampulation like
filtering, rotation, scaling, resizing. cropping, etc.
Methods such as filtering, rotation, scaling, sharpemng,
cropping are used to perform attack detection for
watermarked video and text data. Question papers with
text files (Snapshot of the question paper) are considered
as watermarked images. The propose
illustrated in g, 1.

architecture is
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(d) DB, k= 2

Fig. 2: The K-Dependence Bayesian (KDB) classifier

A simplified mathematical representation of video
frames suggested has been suggested in (Rubio and
Gamez, 2011). Cox’s method uses spread spectrum
communication techniques (o embed the watermark mn the
image as shown in the following equation:

Y = VF+ xW (1)

Where the original frame of the video is estimated as a
communication channel. The watermark W is considered
as a signal to be transmitted in the channel. The
embedding strength, gives the amplification or reduction
of the power of the signal. In this technique, the video
frame is simulated using Markov Random Field (MRF).
The video frame is segmented into much similar regions
using  K-Dependence Bayesian (KDB)  1image
segmentation (Fig. 2). Each area is simulated using MRF.
The pixels in cach area have alke statistical features.
Several issues like false positive probability and
watermark embedding strength can be deduced
mathematically with this model, rather than proving
expermmentally.

K-Dependence Bayesian (KDB) for frames segmentation:
Segmentation is the procedure of division of the video
frame VI samples into video frame areas and the
representation is given as VFOR. In recent times, several
research works have been conducted with the use of
Bayesian network for classification jobs. Hence, 1t is used
for image segmentation for videos or images. The visible
video [rame results are represented as VFOR and the
segmentation is given by VF, for each subregion VF, of
the segmentation. Since it compules approximate posterior
probability value (¢') for each video [rame region, it is
applied to images video frame predictor observed values.
The hkelihood is then given by:
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p(VE. | VFOR,) = p(VF, | VFOR,)p(VE,) / p(VFOR,)

2
VFOR'

= argmaxP(VFOR = vfor|VF; = vfj,...,vf,,0)
= argmax p(VFE, = vf,,,,VE, = vf ,@[VFOR = vfor)= vfor

Noting that p(vs,) does not depend on the labeling vfor,
we have,

p(vfy..... VE, | vfor) = H e p(vE;, 0| vior) (3

Where p(v1;.8]vfor) denotes the 6 degree of sparsity with
maximum likelihood of video frame predictor observed
values vfor, for known video frames sub regions, vf jt
captures information about. In the usual Bayesian
learning technique, the probability values are computed
on the basis of conditional independence function
between video frame predictor observed values
(VFOR,,..VFOR,) and their values are obtained from the
Carlesian product. It becomes a presumption as time
passes by. Data with k-Dependence Bayesian (kDB)
classifier (Rubio and Gamez, 2011) is additionally
considered for solving the assumption problem in
Bayesian learning techmques. It is an extension [ basic
Naive Bayes classifier with number of parents for each set
of video frame predictor observed values. Navie Bayesian
classifier is also defined as Markov Blanket (MB) for
videos or images. Each and every Markov Blanket (MB)
of class variables indicates the exact video frame predictor
observed values for each video frame and their sub areas:

P(VFOR|VR,,...,VR,,8)=P(VFOR [MB( VFOR)) (4)

n?

The most important property of this K-Dependence
Bayesian (KDB) is that MB, a video frame sub region of
is conditionally independent of all video frames.

Markov Random Field (MRF) for salient feature
detection: In this research, the MRF method uses the
Difference of Gaussian (DoG) to perform the
approximation. The result of the KDM segmentation
mformation is used to locate of the
geometrical-transform-invariant feature points which
will be utilized as the reference for watermark embedding
and detection. In this research work, the videos frame VF
is a manifestation of the underlying video frames. Thus,
the MRF salient feature extraction compnses of the
hidden results from KDB segmentation and the
observable noisy free video frames as VF. The goal of
MREF is the discovery of salient features of video frames
v for which mcreases the posterior probability, that 1s

given by:
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MRF,,, =argmaxP(VF[VFOR)P(VFOR)  (5)
VFOR
P(VFOR) follows a Gibbs distribution:

1 1
P(VFOR) e = —expexp(~U(VFOR)) = 2PN (VFOR,)

(6)
where, U(VFOR) is called an energy function, z = Zvor
exp(-U(VFOR)) is the normalizing constant and V,
represents the clique potential for selected video frame .
The feature points with strong edge responses will be
eliminated due to their sensitivity to noise. Suppose that
the original frame of the video is denoted as f(VF,VFOR)
and the MRF blurred frame filtered by gaussian
mr(VF.VFOR) filter defined in Eq. 5 is:

mr, (VF,VFOR ) = MRF, e MRE,. x f(VF,VFOR) (7)
mr, (VF,VFOR ) = MRE s MRE,xc x f( VF,VFOR ) (8)

mr,(VF,VFOR) and mr,(VF,VFOR) are basically different
from each other in scale by a constant factor K. Then, the
DOG filtered video frame can be measured as follows :

DOG = mr, ( VF,VFOR ) - mr; ( VF,VFOR )
= MRF, ,, *f (VF,VFOR ) — MRE, , *f ( VF,VFOR )

ERM

©)

With the result of frame segmentation, one feature point
is selected for each segmented area and the circular region
centered at the selected feature point with radius will be
utilized for the watermark embedding and detection. In
each segmented region, the selection of the feature point
with the most number of pixels in its circular region which
fits into the same distribution is done. Once the selection
of reference feature points are done, the rotation and
scaling invariant properties are assigned to the circular
regions centered at the selected feature points.

Orientation assignment and circular region alignment:
The orientation assignment (Lowe, 2004) 1s useful for
making the circular regions rotation invarant. To do so, a
window centered at the selected feature points is fixed.
The gradients of all frames in the pixels in these windows
are calculated using the first order derivative. The
histogram of the gradient is then computed and the peak
of the histogram is assigned as the orentation of the
feature point. Hence. the orientation would not be
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disturbed by noise, small local distortion or some
displacement of the feature point position. The gradient
of pixel (VF,,VFOR,) in the video frame of V is computed
as follows:

v av

L8 ] (10)
BVF’BVFOR Jyyr vrony)

VV(VE,,VFOR, )=[

The magnitude of this gradient is given by:

@&v) 2+ @v) ]’ a1
(VF)) | (BVFOR)

and it orientation is given by tan((VX9VFOR)/GVF) . The
frame content from the probability distribution function
results with RST orientation estimation content is made
secure using the singular value decomposition. The
suggested techniques can encrypt a frame based on SVD
and it can be applied for both grayscale and colored
frames, for color image same technique applied for each
color band.

Step 1: The first step in this study is the creation of the
needed keys for scrambling the frame [eature point data
which suggest three real keys which are created on the
basis of the following relations which are decided by
experiments:

[7 < Key, <10]
[0.9 < Key, <3andint(Key,*|100)#150] ~ (12)
[UcKeyl {3]

Step 2: The frame values are scrambled using the
according to the following relations:

FFP, = Key, x Max( AFFP, ) - FFP (13)
FFP, = Key, x Max(FFP, ) - FFP, (14

Employ a scrambling process to the frames feature
points (matrices) (FFP_FFP,) for the conversion of their
values to extremist values; the output of this step is two
matrices (FFPE, FFPE,) with extremist elements, one for
the positives elements while the other is for the negative
elements:

FFPE, = FFP, - FFP, (15)

FFPE, = Keyy: FFPE, 3-FFP, (16)

-
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Step 3: Apply SVD for both matrices resulting from the
previous step (FFPE, and FFPE,). Three matrices are
obtained for each matrix from SVD:

[UFFPE,,SFFPE,VFFPE,|=SVD(FFPE,) (17)
[UFFPE,,SFFPE,,VFFPE, | = SVD(FFPE,) (18)

Step 4: Rebuild new matrix from the results of SVD
process m step 3, this can be done by interchanging the
singular values (SFFPE) of FFPE, with singular values of
FFPE,:

CFFP, = UFFPE, x SFFPE, x VFFPE," (19)

CFFP, = UFFPE, x SFFPE, x VFFPE, (20)

Step 5: For more complexes, the same steps above can be
repeated for the creation of new matrices. Scrambling the
elements in matrices (CFFP,, CFFP,) to get new matrices
(DFFP,, DFFP,):

DFFP, = CFFP, - CFFP, (2D

DFFP, = Key, x D, +C, (22)

Then, SVD applied for both matrices (DFFP,, DFFP,) and
replacement of the singular values of (DFFP,) with
singular value of (DFFP,) is performed as stated in
previous steps to get new matrices (EFFP, EFFP,):

[UDFFP, SFFPD,.VFFPD, |=SVD(DFFR,) (23)
[UDFFP,,SFFPD,.VFFPD, = SVD(DFFP,) (24)

So that:
EFFP, = UDFFP, x SDFFP, x VDFFP, (25)

EFFP, = UDFFP,*SDFFP, *VDFFP,” (26)

Step 6: Combine (EFFP, and EFFP,) is one matrix:
F = [EFFPEFFP, ] (27)
Step 7: Tlus step is left with two different choices to
combine (EFFP, and EFFP,). Matrix values are converted
into normalized values for reducing the complexity of the

above step. Scalimg normalization is applied Lo acquire
the scaling nvariance for the circular region. It makes the
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transformation of the image into its standard form by
translating the origin of the image to its centroid. Feature
scaling used to bring all values into the range [0,1]. This
is also called unity-based normalization. This can be
generalized to restrict the range of values in the dataset
between any arbitrary points a and b using;

Fm =a+ w (28)

2
o (B | B (29)
Mg q om,,
Where:

a = The factors of the frame to one and they are defined
by aly;= bl;

The factors of the frame to one and they are defined
by aly;= bl

lyx = The height of the frame 5 and my,

The width of the frame B and mg,

with:

=
]

p—
-
1

The zero order moment of f(VF/a), f{VF/b) and
f(VF, F) and vis the aspect ratio of the frame and is
defined as y = li/ly;. The text files need to be converted
into a matrix to performing the embedding process for
the cover image matrix. Conversion of the text files into
the matrix consists of the following steps : Consider the
text file contains 2 sentences:

e This is very very nice picture
o The picture quality is nice

The file is converted into the following matrix format.
The header line is all the common words in the text file.
The second line represents the frequency of words in
each sentence. The output matrix is:

1121100
0101111
This is very nice picture the quality. Then the

watermarked text matrix and the frame matrix are combined
mnto a single matrix.

Watermark embedding: The Noise Visibility Function
(NVF) (Sajasi and Moghadam, 2013) describes the local
features of the frame and offers a way to do the texture
masking m spatial domain. The local variance for each
segmented region 15 compuled using NVF

(30)

e
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Where:
ha. i) =p.(2(p,))* 1/[e (L) @31

(32)

Co o X(L0) -

r(i.j) = SR® (33)
where, p, is the shape parameter ranging from 0.3-2 for
most of the frames in the video and p,, o, R" be the mean
and standard deviation for the selected region frame,

respectively. The watermark embedding equation with
NVT is given in Eq. 34:

F,=VE +(1-NVF)aw (34)
Where:
VFs= The original video frame data in the circular region
o The predefined embedding strength
w = The random watermark sequence which 1s
developed under normal distribution and is the
same size as one circular region

The watermark embedding procedure comprises of the
following steps:

e Use the Pseudo random Number (PN) generator to
yield a watermark text data sequence wlich 1s a
spread spectrum consisting of both positive and
negative values

* The adaptive embedding of the watermark text data
mto each of the selected circular regions is done
using the following equation

f,(VE.F)=f,(VE,F)+[1- NVF(f,(VE,F) |aw 35

Where:

f(VF,F) = One of the circular regions of the original
video frame

£.(VF,F)= The watermarked result, & is initially set as 2

S = The size of region

If the PSNR of the watermarked image is >40 dB, the
watermark embedding is successful. Otherwise, o will be
decreased by 0.1 iteratively unul either of the followmg
criteria 1s attained:
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«  The embedding strength is not bigger than 1.5
* The PSNR of the watermarked image increases to

40dB

After completion of the process of watermark
embedding, attack detection is conducted on the basis of
attack resistant methods such as rotation, scaling,

cropping, sharpening and filtering.

Rotation: It is also a type of attack. The image is rotated
to 90° and tested. Once the reference feature poimnls are
selected, assignment of the rotation and scaling invariant
properties to the circular regions centered at the selected
feature points is done.

Scaling: It is the ability of a system, network or process
to cope up with a increasing amount of work in an
efficient manner . The watermarked video frame 1s scaled
t0 0.25, 0.5, 0.6, 0.8.

Cropping: It denotes the removal of the outer parts of an
image to enhance framing. Based on the application, it
may be performed on a physical photograph, artwork or
film footage. It is regarded as a type of noise in the
network and detailed investigation is done.

Sharpening: [t refers to another type of attack and the
image is also tested in sharpened form. It is a type of
transformation which helps n bringing out the image
details. The edges are sharpened, so that the eye can pick
up the image very quickly. Reduced blurring m the image
is obtained. Gaussian noise 1s added to the watermarked
image and then removed from it using the median filtering
method.

Gaussian noise: It is a kind of statistical noise that has its
probability density [unction equal to that of the normal
distribution. It is also known as Gaussian distribution. In
many applications, Gaussian noise is mostly utilized as
additive white noise to give additive white Gaussian
noise.

Median filter 1s a non linear filtering method and 1t 1s
used in the reduction of noises for watermarked image
samples to improve the quality of the image. The sliding
median filter of a pre-specified image window with size
WxW centered at mmage pixels 1 = (1, 1,) progress
consistently over the noisy watermarked image g and
selects median of the pixels within a specified range of
pixels for spatial domain Q. approximately to have g(1)
and noisy image g(1) 1s replaced by p. For the set of pixels
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within a square window WDxWD, centered at i = (i,, i,)
and defined specified range of pixels for spatial domain
Q" approximately by equation, the median, p of the pixels
n spatial domain " is:

u(i)=pl=median{@60iw} (36)
J

Thus, the output of the median filter 1s defined as 0
which gives lesser error rate results with the entire pixels
in the local neighborhood defined by the mask. The
output of the median filter at spatial location 1 can also be
specified as:

u(i)=p =agmin ) |g(r)-86|

rea¥

Watermark detection: During watermark detection, the
linear correlation described by Eq. 37 is used for
detection of the existence of the watermark m the
circular regions:

T, e > w.f,(VF,F) (37)
s VF.Fes
Where:
yl. = The lnear correlation
s = One of the circular regions
S, = The area of the region and w 1s the watermark

generated by the same key which is created from
SVD and it is used for the watermark embedding
process

Watermark detection comprises the following steps:

¢ Use PN generator for the generation of the same
watermark as the one used for watermark embedding

¢ Location of the RST invariant regions for
watermarking using the Non stationary Gaussian
scale model

e Calculation of the linear correlation between the
watermark and the watermarked data using Eq. 37.
The watermark 1s detected in one circular region when
the result 1s larger than a predefined threshold

The algorithm formulated n this research paper
works in the spatial domain and the watermark embedding
regions are usually homogeneous because of the
selection scheme for the watermarking circular
region.

Therefore, the nonlinearity does not produce much
mmprovement i the detector’s performance. The following

experiments depict the detector’s performance. In the

3190

tests, 100 different watermarks are embedded into one
circular region of the frame image from video and the
linear correlation results are computed during the
watermark detection The change of the orientation of
reference feature points should be in uniform coherence
with the rotation applied to the image. Suppose the mitial
orientation of a reference feature point is 0, afler the
image is rotated for degree 6,+0,.

RESULTS AND DISCUSSION

The efficiency of the algorithm can be exhibited using
the following five sets of experiments. Four types of
attacks are tested: rotation, scaling, cropping, sharpening
and Gaussian noise. The algorithm is tested on different
video frame images which consist of a variety of portraits,
landscapes, people, natural scenes and should be capable
of covering most of applications for the image
watermarking scheme. The same watermark sequence is
embedded into the selected circular regions of several
video frame images. The watermark sequence is generated
in a random manner under normal distribution. The input
video files sample is shown in Fig. 3. The segmented
video file sample is shown in Fig. 4.

The Water marked image sample 1s shown in Fig. 5.
The results of the encrypted image matrix and the
question image matrix are combined into a single image as
shown in Fig. 6. The types of attacks added in the
embedded video file sample are shown in Fig. 7 and 8. The
extracted image sample is shown in Fig. 9.

Rotation: Under rotation, the algorithm is tested with
various rotation angles ranging from 0-300 with a step
of 3. The honizontal axis of each sub-figure is indicative of

=0
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Fig. 3: Video file sample
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the rotation angles. The vertical axis conveys the values
of linear correlations. Both the false positive probabilities

. Sﬁgmented Video

Fig. 4: Segmented video file sample

and the false negative probabilities are O which means
that the watermark can be accurately detected under
rotation.

The horizontal axis of each sub-figure in Fig. 10
displays the rotation angles. The vertical axis mdicates
the values of linear correlations. The results of the
proposed Non-stationary Gaussian distribution with SVD
watermarking, Gaussian model (GM), Non Stationary
Gaussian Distribution model (NGDM)-SVD and Markov
Random Field(MRF)-SVD are compared. It shows that the
proposed MRF has high linear correlation than the
available methods, since attack resistance analysis is
conducted in the proposed work MRF-SVD.

Proposed MRF-SVD algorithm is tested under scaling
distortion with scale factor varying from 0.7-1 with a step
of 0.1. Results corresponding to the video frames are
shown in Fig. 11. The suggested MRF-SVD algorithm
performs well against scaling. Also, it is proven that the
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linear correlation values become smaller when the
image shrinks or enlarges

with a larger ratio. In

=10 x]

File Edit View Insert Too!s Qesktop Window Help
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Fig. 7: Embeeded video file sample

Fig. 8: Attacks added to embedded image samples:

this technique, MRF-SVD methods also perform
well for scaling aitack resistant results. The
proposed MRF-SVD algorithm 1s furthermore tested
under Gaussian noise pollution. The variance of
the noise varies from 0.001-0.1 with a step of 0.001. The
results are shown in Fig. 12. The maximum and
minimum values for the linear correlation of the
watermarked images are 3.1553 and 0.7878.

Peak Signal to Noise Ratio (PSNR): The ratio between
the maximum possible powers to the power of corrupting
noise is known as Peak Signal to Noise Ratio. The fidelity
of its representation is affected. It can be also described
that it 1s the logarithmic function of peak value of image
and mean square error.

PSNR = 10log,, log,, (MAX} / MSE) (38)

Mean square error: Mean Square Error (MSE) of an
estimator is the quantification of the difference between
an estimator and the true value of the quantity which 1s
being approximated.

m-lIn-1

ZZ[I (1.J)

mn —g j=0

MSE = )-KG, )] (39)

The perceptual quality is measured after attacks
are added to the watermarked images. The Peak of
Signal-to-Noise Ratio (PSNR) is calculated to estimate the
quality of the watermarked video frames in comparison
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with the original ones. The performance of the
proposed ~ MRF-SVD scheme is compared with the
existing watermarking GM and NGDM-SVD. The PSNR
results of the proposed MRF-SVD schema 1s higher after
the attacks such as scaling, rotation, sharpening,
Cropping and filtering when compared to existing
watermarking methods is shown in Fig. 13.
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Fig. 11: Scale factor vs. linear correlation
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of the performance of the
with the already
watermarking GM and NGDM-SVD
schemes for MSE comparison. In the scientific
work, MRF-SVD MSE 1s computed between the
watermarked watermarked with attacks
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detected image which reveals that the MSE results of the
proposed MRFO-SVD have reduced MSE error rate for all
types of attacks as shown in Fig. 14.

CONCLUSION

In this research, a relatively new video watermarking
technique to model video frames using the Markov
Rrandom Field in spatial domain is proposed. The video
frames are first segmented using K-Dependence Bayesian
(KDB) into several homogeneous areas. Each region is
then denoted utilizing Markov Random Field (MRI"). The
MRF model is used to locate the salient feature points
which can be used as the reference points and are useful
for defining the circular regions for the watermark
embedding or detection procedures. After the salient
features are selected il is protected using the SVD
method. Frame encryption techniques scramble the
feature point’s pixels of the frames and reduce the
correlation among the pixels, so that lower correlation
among the pixels and the encrypted frame 15 obtained.
Hence, the features within each embedding or detection
region are consistent. In embedding stage the text files are
embedded in the encrypted frame matrix. It gives better
guidance for adaptive adjustment of the watermark
embedding strength utilizing NVF. Attack resistance
analysis is conducted on the watermarked video frame. In
this stage, removal of Gaussian noise is performed using
the median filtering techniques and sharpening 1s also
done to find attacks in the video embedded frame. The
results obtained from experiments depict that the studied
MRF-SVD algorithm is a good performer agamnst rotation,
scaling, cropping, sharpening and Gaussian noise removal
computed using PSNR and MSE. The capability of the
watermarking algorithm can be enhanced if some other
perceptual models instead of NVF can be brought mto
place. In addition, contrast sensitive function and texture
sensitive function can be used here. The spread spectrum
is useful for watermark embedding and gives good
performance of robustness. Other coding techniques and
modulation can also be put in place, particularly after the
image is segmented into different regions which can be
dealt as parallel transmission channels.
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Abstract: Wireless Sensor Network (WSN) continues to grow and consequently an effective routing scheme
is required when the topological changes occur. Existing Distributed algorithm for Time-bounded Essential
Localization (DTEL) over a sensor network minimizes the time taken for the broadcasting of packets. But,
investigating the throughput level on the different topological route paths is not focused. Topological changes
in the wireless sensor network measure the throughput level using Ternary Content Addressable Memory
(TCAM)-based packet classification systems. TCAM based sensor network system improves the throughput
level but the topological (ransformation sometimes lead to the misdirected routing in WSN. To improve the
routing scheme on the different topological structure, Topological Transform Adaptive Relational Quality of
Service Routing (TTA-RQoSR) scheme is proposed in this study. TTA-RQoSR scheme develops the framework
with the three main objectives such as adaptively, avoiding the misdirected route and improving the throughput
level. TTA-RQoSR scheme uses the abstained misdirected routing to remove the misdirected route path of
packet transfer from the source to the destination. The abstained misdirected routing adjusts the flow
relationship exclusively on locally observed paths using the erlang’s C formula. erlang’s C formula uses the
Poisson arrival process with arrival rate to avoid the misdirected route. Secondly, TTA-RQoSR scheme uses
the Relational QoS Routing to attain approximately 5% improved throughput level on changing mobility of
sensor node and sink node in WSN. Experiment is conducted using the simulation tool on the factors such as
throughput level on varying topological structure, avoidance rate of misdirected route and delay time.

Keywords: Relational QoS routing, wireless sensor network, Erlang’s C formula, misdirected route path,
topological change, abstained misdirected routing
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The topological structures of different forms are used in
sensor network field. Topological structure m WSN 1s
illustrated in Fig. 1.

Topological routing in WSN is very demanding due
to the essential charactenistics that distinguish from other
wireless networks. Existing jomt authentication and
Topology Control (JATC) scheme in Guan ef al. (2012)
improve the throughput rate by as a discrete stochastic
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Fig. 1: Topological WSN Structure

optimization method Joint authentication considers
spanning over the entire protocol stack for the
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overall wireless network performance measurement.
But, not working on the dynamic changing
topology.

In intemet (Obaidat and Guelzim, 2010), Wi-fi
Protected Access (WPA) scheme presents an encryption
and decryption process for providing authentication for
dynamic changing topology. WPA suffers from a few
flaws on using the existing algorithm to interfere with the
deployed wireless network. WPA is not suitable for
providing quality of services in wireless networks
because it does not solve the delay time factor. Localized
Quality of Service (QoS) routing protocol make use of an
Acknowledgment (ACK) system by Djenouri and
Balasingham (2011) to reduce the delay time in sensor
network.

Localized QoS factor based on Exponential Weighted
Moving Average (EWMA) method consume small
memory to transfer the packets from source to destination.
The protocol uses multi quewng with priority where
higher priority is given for the lager load factor thereby
reducing the delay time with minimal memory
consumption. A temary Content Addressable Memory
(TCAM)-based packet classification system as
demonstrated in (Meiners ef al.., 2011) measures the
throughput level. TCAM space for an encoded classifier
1s three times lesser in space when compared with the
re-encoded classifier and its transformers. TCAM based
sensor network system improves the throughput level but
the topological transformation sometimes leads to failure
in routing.

To attain the routing on the topological
transformation, Harmony Search and Learming Automata
based Topology Control (HSLATC) protocol 1s described
by Yang et al. (2012) that determines an appropriate
transition radius of the sensor nodes while building the
route for packet transmission. In HSLATC, accurate result
obtained on selecting the transition radius of sensor
nodes but fails to offer the full QoS connectivity on
sensor network. Adaptive Location-oriented QoS content
delivery as demonstrated by Zhang et al. (2012) performs
packet movement on mobile sensor nodes. Semi-Markov
process is used in the existing work for the movement of
packets in sensor network but not developed with energy
effective routing protocol.

Optimal selective forward routing as illustrated in
(Valles ef al., 2011) provides the most of the significance
approach to save the energy and improve the throughput
level. Optimal selective routing approach maximize the
sensor to successfully transfer the packet from the sink
node to the sensor nodes in the sensor field but
eventually misdirection occurs on the large set of sensor
nodes.

To comrectly direct the route, Energy-Aware
Clustering algorithm (EADC) 1s presented m (Yu e/ al.,
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2012) to cluster the routes. The EADC uses opposition
range clusters of even sizes for routing. The cluster
always holds the cluster head with minimal energy
consumption but the EADC fails in balancing the load
factor. To balance the traffic load in wireless network,
Topology Aware Adaptive Routing (TAAR) is presented
by Chen et al. (2013). TAAR has three routing modes
which used on dynamically adjusting the topology status
of the routing path, thereby flexibility on small set of
wireless network system is improved.

For the large set of wireless network nodes,
Position-based Opportunistic Routing (POR) protocol is
used for transmission of packets. POR as demonstrated
by Zhang et al. (2011a) has possessions of geographic
routing and transmit the packet in wireless medium. When
a data packet is sent out, some of the neighbor nodes
eavesdrops the fransmission by misdirect the route. The
misdirection of route increases the communication
overhead and latency time. To reduce the commumcation
overhead, a general random network model 1s described
by Zhang et al. (2011b) for enhancing the network
performance. A secure communication is carried out with
the minimal overhead but not worked on with the very
large scale wireless sensor network.

Similarly, to reduce the latency time on geographic
routing, Multi-hop Delaunay Triangulation (MDT)
method is developed by Nikravan and Jameii (2012) with
dynamic topological structure. MDT protocol suite has a
packet [orwarding protocol for nodes construction and
maintains distributed MDT [or routing but, MDT method
leads Lo misdirection of routes on the rare scenarios.

First, due to the huge number of sensor nodes, 1t 1s
not possible to build a scheme for the deployment of a
large number of sensor nodes when the overhead of
routing maintenance is high. Secondly, large number of
sensor nodes also leads to the misdirection of routes in
the sensor field. The misdirection leads to the lesser
throughput level. Existing Distributed algorithm for
Time-bounded Essential Localization (DTEL) as described
by Cheng ef al. (2013) over a sensor network minimizes
the time taken for the broadcasting of packets and also
integrated the regular payload transmissions. However,
investigating the throughput level on the different
topological route paths is not focused in DTEL method.
DTEL are not broadly developed on social network
applications.

In this study, Topological Transform Adaptive
Relational Quality of Service Routing (TTA-RQoSR)
scheme is developed for enhancing the routing structure
without any misdirection. TTA-RQoSR scheme uses the
abstained misdirected routing method to remove the
misdirected route patlydf packet transfer from the source
to the destination. The routing misdirection is measured
using the s € Formula. Armived Poisson
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distribution result is explained briefly and Relational QoS
Routing improves the throughput rate in TTA-RQoSR
scheme. TTA-RQoSR Scheme plays a vital role n the
sensor network structure to avoid the misdirection route
and improve the throughput level on packet transferring.

Literature review: The routing along the shortest paths
in the sensor field concentrates on reducing the energy
consumption. A multi constraint routing using fuzzy logic
(Chelliah et al., 2012) was developed to improve the
performance of WMN and reduces the possibilities of
congestion in the network. However, group
communication is not focused n wireless mesh
networks.

Routing protocols and simulation analysis 1in
Chowdhury ef al. (2012) uses the GloMoSim-2.03 to
find the shortcomings of routing protocols. However,
Routing protocols are not effective on solving the
data  redundancy, energy efficiency. Adaptive
routing is also not effective on limiting the memory
consumption rate in wireless sensor network structure.
Neighbour Aware Multicast Routings Protocol (NAMP)
(Pathan ef al., 2008) is a tree based hybrid multicast
routing protocol that enhances the performance of the
network with mimmum transmission time.

Mobility framework (Ogwu ef al., 2007) developed for
specifying a probabilistic QoS guarantee in mobile ad-hoc
network. This model characterizes a mobile user
particularly in a large ad hoc network. However, routing is
very complex in mobile ad hoc network. Token-Based (TB)
robust deadlock-free dynamic reconfiguration protocol
(Kadhar, 2014) provides solution for deadlock free
reconfiguration protocol and reduced the packet loss.

An adaptive push system as described by
Nicopolitidis ef al. (2010) broadcast the packets in
underwater acoustic wireless networks and achieves the
low latency broadcasting of packets. But, throughput
rate is lesser. To achieve the higher throughput rate in
Yuen ef al. (2009), using the altemate user strategy in the
partially  overlapping-interests which  significantly
improved the multiuser diversity of information in
infestation network.

MATERIALS AND METHODS

Topological transform adaptive relational QoS routing
scheme: The main objective of the proposed routing
scheme is to avoid the misdirection routing on varying
topological structure in the WSN. The QoS routing is
olfered to select the effective route path for transferring
the packet from the source o destnation sensor nodes.
The relational QoS routing assume the source routing
model with varying network topology information. The
mformation 1s available i all source nodes for the easy
transfer of packets from source to destination. The
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Fig. 2: Packet transferring through sink node
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Fig. 3: Architecture diagram of TTA-RQoSR scheme

packet flow is routed along the explicit routed paths in
TTA-RQoSR Scheme to improve the throughput
level.

TTA-RQoSR Scheme mitially identifies the
relationship among the route path nodes and recognizes
the mutually disjoint routes. The notion of the abstained
misdirection routing 1s introduced to deal with the
misdirected route among the different route paths. The
avoidance of misdirected route is carried out m the
TTA-RQoSR scheme that improves the throughput
level.

The packet of varying length is transferred on the
wireless sensor route path through the sink node as
described in Fig. 2. The network usually transfers the
packet through the sink node to the sensor field of
varying range. Sink node contains the information about
the source and destination route nodes with the
intermediate node information. TTA-RQoSR scheme is
used to avoid the misdirection route of packets transfer
and architecture Diagram of TTA-RQoSR scheme 1s
described in Fig. 3.

As illustrated in Fig. 3. sensor network with sensor
nodes consists of the various topological structures. The
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directed route path for packet transfer varies due to the
mobility of sensor nodes within the sensor field. The
misdirection of route path leads to the delay on the packet
transfer and reduces the throughput level. The
misdirected routing avoided through the Abstained
Misdirected Routing mn TTA-RQoSR scheme. It adjusts
the flow relationship on the movable nodes using the
Erlang’s C formula. Erlang’s C formula helps m reducing
the delay time using the Poisson arrival process rate.
Erlang’s C formula finally helps on avoiding the
misdirection route path for packet transfer and Relational
QoS routing helps in improving the throughput level.

Abstained misdirected routing: Consider a scenario with
500" sensor nodes of topological structure on the sensor
network as described in Fig. 2 where the source *s’ and a
destination ‘d’ are connected by disjoint paths path 1,
path 2, .., path n in TTA-RQoSR scheme. Each path ‘¢’
has a capacity of bto transfer the packet from the source
in average flow rate. The flow relation is accommodated
with b, flows at any ‘t’. The QoS state of path is achieved
in TTA-RQoSR scheme using the delay time minimization.
The delay time is minimized using the erlang’s C
formula. The packet load capacity in sensor netwark is
compuled as:

Packet load capacity (c) = % M

Equation 1 load capacity is illustrated with load |, of
‘10° KB with average ‘b,” capacity of ‘50" KB in sensor
network. The packet load capacity ‘¢’ 1s:

o 3:041409320 % 10%
500
o 3.041409320 %10
5
c=60.8281x 10"

The packet load capacity is measured on the overall
sensor network to compute the packet flow relationship.
The average [low relation on the varying topological
structure is computed as:

Packet flow relation(F) = D (1,b,) = = 2)
b =

By

Equation 2 clearly describes the flow relationship of
packets on varying load |, on the path 1" in WSN. The "D’
denotes the delay reduced on the varying load 1, and path
capacily b, on transferring of packets form’s’ to'd” m
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Fig. 4: Abstained misdirected routing procedure

WSN. The ‘n’ denotes the number of packet to be
transferred from source to destination. The flow
relationship is adjusted on the varying topological
structure.  The flow relationship adjustment is

denoted as:
0

Flow relation Adjustment(A;)=_—; ® (3)
j=11

1@

Z:‘.al:w

Flow relation Adjustment(A )=

)

Equation 3 denotes the first level of adjustment on
the packet flow through the varying load capacity path ‘i".
The path ‘I’ is adjusted to the path °j". Likewise to the
path ‘n’, (ie.,) tll the misdirection is avoided in the
TTA-RQoSR scheme. The misdirection avoidance with
minimal delay time is computed using the Erlang’s C
formula where it improves the throughput level rate.
The total load and the path capacity b, in TTA-RQoSR
scheme are computed to avoid the misdirected route path.
The abstained misdirected routing is represented through
the diagrammatic form in Fig. 4.

Figure 4 clearly describes the procedure of the
avoiding the misdirected route path in WSN using the
abstained misdirected routing. The objective of the
TTA-RQoSR scheme is to [ind a set of relational routes
through which the packet can be transferred. The
transferred route path capacity is analyzed and then
minimize the overall delay rate by shifting some load from
path ‘i’ to path ‘J". The optimal relationship is analyzed
and then the packet flow relationship 1s adjusted based on
the path capacity in TTA-RQoSR scheme.

Erlang’s C formula: Inthe TTA-RQoSR/scheme, Erlang’s
C formula identifies the poiss ival rate “A” and service
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rate ‘| with exponential distribution of finite mean time to
compute the delay. Frlang’s C Formula imagines the
stability condition to avoid the misdirection routing on
the varying topological structure. The steady state in the
Poisson distribution 1s computed as:

Edang's C formulaC(s,d) = t:l.n(l -p) (5)
(!
Zn ‘|? + bi(l_ IJ)

Equation 5 described the formula which avoids the
misdirection using the Poisson distribution. The I load
capacity is determined and then the Poisson distribution
‘p’ is computed. The source node ‘n’ and destination
route path‘d’ factorial is computed on identifying the
misdirection route path in WSN.

Relational QoS routing: Relational quality of service
routing in TTA-RQoSR scheme reduces the delay time
and improves the throughput level rate. The misdirection
is avoided and relational routing precedes the work with
sequence of variable length packets in TTA-RQoSR
scheme. During each sequence, incoming packet flows are
routed along paths selected in the sensor field. A path is
selected with frequency determined by prescribed
relations. The adjustment on the flow relation avoids the
misdirection on the movable sensor nodes and improves
the throughput rate.

In TTA-RQoSR scheme, packet flow relationship on
the different topological structure from source to
destination sensor node is determined. The flow
relationship in TTA-RQoSR scheme improved the
throughput rate with mimimal delay time.

Algorithmic procedure of RQoS routing: Relational QoS
routing is developed in proposed TTA-RQoSR scheme for
avoiding the misdirection route on the changing mobility
of sensor node and sink nodes. The algorithmic procedure
of relational QoS routing is described as:

RQoS routing procedure:
Begin
Input: Source sensor node ‘s’, Destination sensor node ‘d’, load '’ and
capacity range ‘b’ of sensor node in sensor ficld
Output: Packel transmit form’s’ to*d" without any misdirection with higher
througlpul rate
Step 1: Select the Eligible path “i° to transfer packet of length "N’
Step 2: Increment the flow counter from source’s’ to *s+1”
Step 3: Compute Packet flow relation (F,) on each topological structure
Step 4: Assign a relationship on QoS routing Lo avoid misdirection
Step S: If relationship not matched
Sep 5.1 T

Flow Relation Adustmantid )= ——

i

Computed on ‘0’ adjustment values
Step 6: End If
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Step 7: Computed new relation improves the throughput rate on varying
topological sensor field.
End

The above algorithmic procedure mproves the
relationship between the packet flows in sensor
field using the packet flow relationship adjustment
TTA-RQoSR scheme also works on the varying load
capacity, thereby increasing the throughput rate without
any misdirection of packets in sensor field. If the
topological system load changes suddenly, the old flow
relationship result is termmnated and new sequence
adjustment carried out to transmit the packet with the
higher throughput level.

Experimental evaluation: Topological Transform
Adaptive Relational QoS Routing (TTA-RQoSR) scheme
performs the experimental evaluation on NS2 simulator. In
the simulations, 85 sensor nodes are constructed in
sensor network environment. The sensor nodes use the
DSDV routing protocol to perform the experiment on the
randomly moving objects. In the Random Way Pomt
(RWM) Model, each sensor node moves to an irregularly
chosen location. The RWM uses standard number of
sensor nodes for scheduling the nodes. The chosen
location with an arbitrarily selected speed contains a
predefined amount and speed count.

The movement of all nodes generated over a
900900 m sensor field The nodes moves at the
random speed of 5 m sec™’ and an average pause of
0.01 sec. For simulation, the proposed TTA-RQoSR
scheme is compared with existing Distributed
algorithm for Time-bounded FEssential TLocalization
(DTEL) (Pathan et al, 2008) and Ternary Centent
Addressable Memory (TCAM)-based packet
classification systems (Meiners el al, 2011). The
TTA-RQoSR scheme experiments the research on factors
such as throughput level on varying topological
structure, avoidance rate of misdirected route, energy
consumption on varying sensor node mobility, delay time,
communication overhead on varying sensor node density
level and false positive rate.

Throughput level is the rate at which the successful
packet delivered through the communication channel. The
packet delivered over a physical link without any
misdirection of route in the network node:

Packetsize
Transmmssion speed

Throughput =

Throughput level takes the packet of Kilo Byte size
for the experimental research. Transmission time is about

*3" m sec”’ Avaidance of misdirgetion in the wireless
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network structure is defined as the avoidance rate and
measured in terms of percentage (%). Avoidance rate on
the different Route path (R) are measured in terms of
Joules (J). The amount of energy used on transmitting the
packets is defined as the energy consumption rate:

Energy consumption
= Nodemobiltyratex Simulation time

The node mobility rate in sensor network 1s measured
in terms of bits per second. Simulation time gets doubled
as the mobility rate increases. The higher mobility rate,
then the energy consumption is also getting increased.
Delay time in the wireless network structure denotes the
amount of time get elapsed for transmitting the packet
from one sensor node ‘N’ to another in the sensor field.
Assume a packet transfer carried on 10 sensor nodes:

Delaytime = (T, = T,)+ (T, = T,) +..+ (T, - T,)

Where:
T, = Firstsensor node start time
T, = Second sensor node

T, = Tenth sensor node

Similarly, sensor node time taken for packet
transmission from one place to another is computed. The
proportion of time spends on communicating with
network structure rather than transmitting the packets is
termed as the communication overhead. Communication
overhead is measured in terms of percentage. False
positive refers to the probability of falsely rejecting the
null hypothesis (misdirection) for a particular packet
transmission. Packet transmission misdirection is
minimized. so the false positive rate is of negligible
percentage.

RESULTS AND DISCUSSION

The TTA-RQoSR scheme is compared with the
existing Distributed algorithm for Time-bounded
Essential Localization (DTEL) (Pathan ef al., 2008) and
Temary Content Addressable Memory (TCAM)-based
packet classification systems (Meiners et al., 2011). The
below Table 1 values are used for plotting the graph in
this section.

Table 1 illustrates the throughput rate based on
packet size using TTA-RQoSR scheme and comparison is
made with two other existing methods, namely DTEL
Method (Pathan et al. 2008) and TCAM System
(Memers ef al., 2011). The increased throughput rate
improves the performance of TTA-RQoSR scheme.

Table 1: Tabulation for throughput rate

Throughput rate (Mbps)
TTA-RQoSR
Packet size (kb) DTEL method TCAM system scheme
1000 190 200 210
2000 390 400 420
3000 550 575 599
4000 785 805 925
5000 935 955 985
6000 1130 1165 1200
7000 1270 1310 1350
8000 1510 1550 1585
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PacketSize (KB)

Fig. 5: Measure of throughput rate

Figure 5 shows the measures of throughput rate
based on the packet size using TTA-RQoSR scheme,
DTEL Method (Pathan et al, 2008) and TCAM
System (Meiners et al., 2011). The packet size is measured
in terms of KB. In Fig. 5, the proposed TTA-RQoSR
scheme provides higher throughput rate when compared
to the DTEL Method (Pathan et al., 2008) and TCAM
System (Meiners et al., 2011). This is because of the
application of Erlang’s C formula and relational QoS
Routing in proposed TTA-RQoSR scheme. Erlang’s C
formula avoids the misdirection route path for packet
transfer and therefore, Relational QoS routing improves
the throughput level. TTA-RQoSR scheme improves the
throughput level rate by 5-10% when compared with
DTEL Method (Pathan et al., 2008) thereby selecting
the path with a frequency determined relations. In
TTA-RQoSR scheme, packet flow relationship on the
different topological structure from source to destination
sensor node is determined using relational QoS routing,
so throughput level improved by 2-5% when compared
with the TCAM System (Meiners ef al., 2011).

Avoidance rate 15 demonstrated in Fig. 6 where the
misdirection is avoided and relational routing precedes
the work with sequence of variable length packets. As
shown in the figure, the proposed TTA-RQoSR scheme
provides higher avoidance rate when compared to the
DTEL Method (Pathan er al/ 2008) and TCAM
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Table 2: Tabulation for avoidance rate
Avoidance rate of misdirected route (Avoidance %)

Route path
count (R) DTEL TCAM TTA-RQoSR
4 49.5 46.5 43.6
8 99 95.1 924
12 65.2 62.7 59.1
16 20 19.5 184
20 24.8 234 22.6
25 42.6 40.5 389
30 34.5 33.1 31.9

L 100 +

3 90 4

= | = DTEL Method

° g0

E _ 0. 4 m TCAM System

§ f 60 - TTA-ROOSR Schome

SE 50 - “' :

= A

o S 40

T << 30

e - e

g 20T
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-

H o

<

Route Path Count (R]

IFig. 6: Measure of avoidance rate

System (Meiners et al., 2011). This is because of the
application of erlang’s C formula in proposed
TTA-RQoSR scheme. Erlang’s C Formula uses the
Poisson arrival process with amrival rate to avoid the
misdirected route, therefore the proposed TTA-RQoSR
scheme improved the avoidance rate by 6-11% when
compared with the DTEL Method (Pathan et al., 2008).
The abstained misdirected routing adjusts the flow
relationship entirely on locally observed paths which
improves the avoidance rate by 2-6 % when compared
with the TCAM System (Meiners et al_, 2011) (Table 2).

The results of energy consumplion using
TTA-RQoSR  scheme with two state-of-the-art
methods like DTEL Method (Pathan et al., 2008) and
TCAM System (Meiners et al, 2011) 1is shown in
Table 3.

Table 3 and Fig. 7 illustrate the energy consumption
based on the sensor node mobility range. Energy
consumption is reduced in TTA-RQoSR Scheme by
identifying the relationship among the route path nodes
and recognizes the mutually disjoint routes at the initial
stage. The network usually transfers the packet
through the sink node Lo the sensor field of varying range
without any delay, so the energy consumption is
reduced by '3-8% when compared with DTEL method
(Pathan ef al, 2008) and 2-5 % when compared with
TCAM system (Meiners ef al., 2011), respectively.

Table 3: Tabulation for energy consumption

Energy consumption
Sensor node
mobility DTEL TCAM TTA-RQoSR
(bits/sec) method system Scheme
10 215 205 200
20 875 830 800
30 1900 1850 1800
40 3330 3270 3200
50 5160 5300 5000
60 7450 7500 7200
0 10700 10200 9800
Table 4: Tabulation for delay time
Delay time (sec)
MNo. of DTEL TCAM TTA-RQoSR
Hode (V) method system Scheme
5 42 39 37
10 70 66 62
15 138 122 111
20 156 145 136
25 250 240 231
30 177 166 152
35 225 207 195
12000 -

= 10000 | B OTE Method

8 | m TCAM System

= =000 B

E TTA-ROOSR Scheme

2 G000 -

S

& 4000 e

S 2000

[ — E'i"i_ ;EE_‘
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Fig. 7: Measure of Energy Consumption
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Fig. 8: Measure of delay time

Table 4 demonstrates the delay time based on number
of semsor mnodes uwsing TTA-RQoSR scheme and
comparison is made with two other existng methods,
namely DTEL Method (Pathan et al., 2008) and TCAM
System (Memers ef al., 2011)

Figure 8 measure the delay based on the node
count. From Fig. 8 the propgsed TTA-RQoSR scheme
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Table 5: Tabulation for communication overhead

Communication Overhead (%)

Sensor node DTEL TCAM TTA-RQoSR
density level method system Scheme

2 2.750 2.350 2.010

4 7.130 6.270 5320

6 1012 9120 8,560

8 2049 16.00 14.74

10 1512 13.23 12.12

12 22.01 20.05 1845

14 26.20 2285 21.02

provides minimum delay time when compared to the DTEL
Method (Pathan ef al, 2008) and TCAM System
(Meiners ef al., 2011). This is because of the application
of Erlang’s C formula in proposed TTA-RQoSR scheme.
The Erlang’s C formula implementation in TTA-RQoSR
Scheme reduces the delay time from 7-19% when
compared with DTEL Method (Pathan et al, 2008).
Erlang’s C formula uses the stability condition to
avoid the delay (i.e, elapsed time) on the varying
topological structure. The (ransferred route path
capacity is analyzed and then the overall delay rate is
minimized by 3-9 % when compared to the TCAM System
(Meiners et al., 2011).

Table 5 and Fig. 9 show the commumcation overhead
based on sensor node density level. From the figure 1t is
illustrative that the communication overhead is reduced
using the proposed TTA-RQoSR scheme when compared
to the two other existing works. Communication overhead
is reduced in TTA-RQoSR Scheme by computing the load
capacity. Load capacity formula demonstrated in
Abstained Misdirected Routing reduces the overhead
by 15-28% when compared with the DTEL Method
(Pathan ef al., 2008). The packet load capacity 1s measured
on the overall sensor network to reduce the overhead by
6-15% when compared with the TCAM System
(Meiners et al., 2011).

Table 6 illustrates the false posilive rate based on
node count using TTA-RQoSR scheme and comparison
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Table 6: Tabulation for false positive rate
False positive rate (%)

Node DTEL TCAM TTA-RQoSR
count (N) method system Scheme

ki 0.11 0.09 0.08

14 0.16 0.15 0.12

21 0.25 0.22 0.18

28 027 0.24 0.22

35 0.19 0.17 0.15

42 0.25 022 0.12

49 0.28 0.25 0.22

56 0.32 0.29 0.27

is made with two other existing methods. namely DTEL
Method - (Pathan et al., 2008) and TCAM System
(Meiners et al., 2011). When false positive rate is reduced,
proposed TTA-RQoSR scheme is said to be more
efficient.

Figure 10 describes the false positive rate
using TTA-RQoSR Scheme and existing method
(Pathan ef al., 2008; Meiners, 2011). From the figure we
can note that the false positive rate is lower using the
proposed TTA-RQoSR Scheme when compared to the
existing methods DTEL Method (Pathan ez al., 2008) and
TCAM System (Meiners et al., 2011) respectively. The
steady state in the Poisson distribution reduces the false
positive rate by 15-28% when compared with the DTEL
Method (Pathan et al., 2008) and 6-20% when compared
with the TCAM System (Meiners et al, 2011),
respectively.

Finally, Topological Transform Adaptive Relational
Quality of Service Routing scheme enhances the routing
structure with the higher throughput level. Abstained
misdirected routing method in TTA-RQoSR scheme
remove the misdirected route path for packet transfer from
the source to the destination.

CONCLUSION

In this research, a novel,method
Transform Adaptive Relational Quali

ed Topological
of Service Routing
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(TTA-RQoSR) is presented. TTA-RQoSR scheme focused
on the QoS metric and achieves the higher throughput
rate. At the first step, the design is made on avoiding the
misdirection of route over the various topological
structures using the abstained misdirected routing
method. The routing misdirection is computed based on
the packet flow relation measure and adjusted packet flow
relation measure. After the measurement in the first step
of TTA-RQoSR scheme, Erlang’s C formula is used to
avoid the misdirected route. At the second step,
TTA-RQoSR scheme uses the Relational QoS Routing to
attain an improved throughput level on mobility of sensor
node and sink node in WSN. Finally, TTA-RQoSR scheme
achieves adaptively, avoiding the misdirected route and
improving the throughput level. TTA-RQoSR scheme
attains the 3.69% higher throughput level and avoidance
rate. TTA-RQoSR scheme reduced the communication
overhead by 9.71% and also minimizes the delay time,
false positive rate and energy consumption.
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Resource Optimized Spectral Route Selection Protocol for WMSN
Surveillance Application
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Abstract: Most of the energy-aware routing protocols used for routing in Wireless Multimedia Sensor
Networks (WMSN) employ shortest path routing for efficient transmission of data. The increasing availability
of low cost wireless sensor devices enable audio, video and text data being sensed and transmitted through
wireless network However, Wireless Multimedia Sensor Networks (WMSN) requires a new routing algorithm
for effective multimedia transmission. In this study we plan to develop a Resource Optimized Spectral Route
Selection (RO-SRS) technique for efficient transmission of multimedia content with high and stable quality of
service in WMSN surveillance applications. Spectral route selection strategy 1s designed by aggregating the
sensed multimedia data content with similar size and same destination sink into different groups. The possible
routes between the sensed multimedia content sensors to respective sink are selected from the wireless
sensor communication. This point allowsmore links to be available for RO-SRS to explore more routingpaths
and enables RO-SRS to be different from existing route selection technique. With possible routes, spectrum of
routes is identified for efficient lransmission with high throughput, mimmal data loss and delay. Simulation
comparison in this paper indicates that RO-SRS is highly suitable for multimedia transmission in WMSNs.

Key words: Wireless Multimedia Sensor Networks (WMSN), resource, spectral route selection, routing,

employ

INTRODUCTION

Wireless multimedia sensor networks are used to
enhance existing surveillance applications against crime
and terrorist attacks. Largescale networks with wireless
multimedia sensor networks of video sensors extend the
ability of law-enforcement agencies in monitoring more
sensitive areas, keeping watch on public events, private
properties criminal identification and so on. Multimedia
sensors record potentially relevant actvities (i.e.
occurrence of thefts, road trafTic patrol, raffic violations)
and make multimediacontent accessible for future query.
Many prevalent research for sensing multimedia
information using wireless technologies has received
greater attention due to the increasing in surveillance
applications. To achieve an improvement in (Quality of
user Experience) QoE, Jomt User Experience and Energy
Efficiency (U-UEEE) (Singhal et al., 2014) method was
presented using scalable video coding. However, to
improve the geographic routing, a Two Phase geographic
Greedy Forwarding (TPGF) (Shu et af, 2010) was
presented owing to multimedia

improvement in

transmission. Another method based on Ant model was
introduced in (Cobo ef al., 2010) with the aim of providing
significant QoS for multiple types of services in wireless
multimedia sensor networks. Rapid advances for
multimedia streaming have set the stage for layered
multicasting (Shao et al, 2011), optimal bandwidth
assignment (Xia ef al., 2011) in WMSN. Layered multicast
for multimedia streaming realized the full potential for
network coding using flow optimization. On the confrary,
the optimal bandwidth assignment for multiple coded
video was performed aiming at achieving maximal user
satisfaction. Reliable and fast content discovery was
performed in (Wang and Yeo, 2011) using peer nodes to
improve the rate of throughput and minimize the time
delay using hybrid content discovery mechanism.
Another method based on overall compression was
presented by Wang ef al. (2011 ) using spatial correlation
model resulting in the improved data delivery through
efficient identification of route path. The additional
challenges created by the scalability for wvideo
multicasting must be addressed in order to deploy a model
for improved video quality. Hua ef o/. (2011), an optimal
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Fig. 1: Block diagram of gaussian distribution-based data aggregation

Gaussian distribution-based dala aggregation: As
mentioned in the previous section, the abovedescribed
spectral route selection yield minimum data loss and delay
with the sensed multimedia content. In this section we
considerthe problem of minimum data loss and delay
during route selection, i.e., finding spectral band which
maximizes the rate of throughput utility. Spectrum route
selection in RO-SRS technique allows the sensor nodes to
switch in a dynamic manner by aggregating the sensed
multimedia data content between different channels. The
sensed nodes communicate with eachother with similar
size and same destination sink into different groups. The
Gaussian distribution-based data aggregation determine
how the sensors aredistributed in the transmission area
possessing similar size and specify a sink that holds a
group of sensors into different groups.The Gaussian
distribution-based data aggregation is used as sensors
deploymentin RO-SRS techniquedue to its high capability
where the number of sensor nodes is very large with
differentiated channels (bands) for different groups.On
the other hand, Poisson distribution model is used for
sinks distribution that includes same destination sink into
different groups. Figure 1 shows the block diagram of
Gaussian distnibution-based data aggregation.

Let us consider ‘n’ sensor nodes ‘Sm =
SN.SN,,...SN,where i = 1,2,..n" and ‘m” sink nodes *S, =
S,.5n,,...,5, where I = 1,2,..., m’, over a square region with
sensor nodes distributed to each sink over a
circularregion equal to “1r’S,” The sink nodes in WMSN
are distributed using the Poisson distributionrepresented
by “y,” such that *y, = SN//Area” where “SN,” symbolizes
the sensors in each sink in WMSN and “Area’ symbolizes
the area of WMSN. The probability of ‘m,” sinks
distributionover group of sensors with one sk for
eachgroup of sensors that includes same destination
into one group i1s given by:
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On the other hand, the Gaussian density in
RO-8RS technique distributes one sensor node in WMNS
with similar size that has coordinates ‘a,, b,’ to monitor
square area ‘Area’ using‘(0 a, b,)’ is mathematically
formulated as given below:

3
(3:-by)
2noaib]

f(azb,)=- @)

. S
| 2moasb;

In this way, sensed multimedia data content with
similar size using Gaussian density and same destination
sink using Poisson distributioninto different groups are
aggregated resulting in minimum data loss and delay. The
algorithmic description of multimedia data aggregation
using Poisson and Gaussian distribution:

Multimedia data aggregation algorithm:

Input: Sensor nodes ‘Sn, = SN SN 2SN " sink nodes 'S =§ 8 .8’
Output: Minimized data loss

Step 1: Begin

Stlep 2: For each sensor nodes “SN;'

Step 3: For each sink nodes S

Step 4: Send data from *Sn,” Lo *S

Slep 5: Group sensor nodes “Sn;* based on similar size using (3)
Step 6: Group sink nodes *S;” based on same destinatioon using (2)
Step 7: End for

Step 8: End for

Step 9 End

As shown in the figure, the multimedia data
aggregation mnitially groups the sensor nodes based on
similar size using Gaussian distribution function aiming at
reducing the delay. Next, the sink nodes are grouped
based on the same destination using Poisson distribution
function aiming a minimrizing the data loss.
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T(SN,,SN,,b) = MAX(b)(SN,,SN ) (4)

The spectral route selection based on spectrum band
routes sensed multimedia data across paths with higher
spectrum availability, resulting in better utilization of the
available spectrum and therefore improving the rate of
throughput. The algorithmic representation of optimal
throughput arrived through spectral route selection based
on spectrum band.

Spectrum Route Identification algorithm:

Input: Source Node ‘S’ Sink Node ‘S, = §,,8,,...,8,", Destination
Node’DN*

Output: Optimal throughput

Step 1: Begin

Step 2: For each source node 'S’

Step 3; For cach destination node ‘DN’

Step 4: Perform route identification based on spectrum bandwidth using (4)
Step 5: End for

Step 6: End for

Step 7: End

As shown in the figure, the spectrum route
identification algorithm utilizeavailable spectrum bands by
routing sensed multimedia content over pathswith higher
spectrum availability. In RO-SRS technique, routes
possessing highest spectrum band are then selected as
candidate routes through which the sensed multimedia
content is transmitted. With possible routes, spectrum of
routes is identified for efficient transmission resulting in
higher rate of throughput.

RESULTS AND DISCUSSION

Simulation experiments were conducted to analyze the
performance of RO-SRS technique by using Network
Simulation package (NS2). This environment is used to
test the proposed WMSN management system and
compare it with existing multimedia broadcast model. In
our simulation, the WMSN is divided into multiple groups
with each group consisting of many sensor nodes. Each
group is responsible [or aggregating the sensed
multimedia data content about its environment with
sensor nodes distributed in square arca ‘Area’. The
simulation parameters are listed in Table 1. In order to

Table 1: Simulation seltings

Sumulation parameters Values
Simulation time 400ms
Number of runs 7

Node density 70

Node speed 0-10 m sec?
Transmission radius 105 M
Coverage area 12001200 m
Packet size 200 Kbps
Bandwidth 20 MHz
Initial energy 20J

Number of data packets 10, 20, 30. 40, 50, 60, 70

evaluate the performance of our simulation, certain metrics
are introduced to describe the supposed WMSN
configurations. The simulation performance parameters
are in the following.

Throughput demonstration of RO-SRS: The main goal of
our experiments is to determine the rate of throughput for
providing efficient transmission of data packets to the
wireless multimedia sensor mnetwork with resource
optimization. We randomly generated networks between
10 and 70 data packets. We created at random networks
with data packets in the range 10-70, data packet size
200 Kbps, coverage area limit 900%900 m. To achieve
results in a reasonable time, we set node speed to 0-0 m
sec, limiting the execution time of RO-SRS. With this
network setting the rate of throughput is defined as given
below.

Throughput: is one of performance metrics calculated
at each sink node. Throughput measures the number of
successful packets received at the sink node to the total
number of the packets sent to the sink node. The rate of
throughput is formulated as given below.

T=£*100 (5)
D

Where “T" measures the throughput which is the ratio of
data packets received ‘DP,” to the data packets sent ‘DP,’
in WMSN.

Figure 3 shows the rate of throughput versus data
packets senl. In Fig. 3, we can observe that the rate of
throughput grows with the rate of data packets being
senl. The experiment was conducted for data packets in
the range from 10-70 but for number of data packets with
40, given network was infeasible reducing the rate of
throughput. However, the rate of throughput increased
with the increase in the data packets being sent. The rate
of throughput is themost significant one in terms of the
data packets transmission. This i1s implied by the fact that
spectral route selection requirements improve the solution
space significantly and consequentlythe rate of
throughput solutions grows. With spectrum of routes
identified using RO-SRS, the data packets arrived are
successfully routed through available spectrum band,
resulting in the improved rate of throughput. By applying
RO-SRS, the rate of throughput is said to be improved by
11 .80% compared to O-UEEE and 25.37% compared to
TPGEF.

Delay demonsiration of RO-SRS: In the simulation, to
clearly compare the features of both RO-SRS and existing
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for different set of node density (10-70) and node speed
(0-8 m sec’). The results presented in Fig. 5 shows the
data loss when sink nodes are grouped based on the same
destination. We can see that the values of data loss
decreased with the decrease in the data packets sent,
when nodes are grouped based on the same destination
using Posson distribution. Moreover, the values of the
observed parameter also increase with the increase in the
number of data packets when different sink nodes exist in
the network. The important observation from the figure
given above is thal the data loss during routing is directly
proportional to the number of data packets sent.
Therefore though major deviations are not being
observed but comparatively the RO-SRS proved to be
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better. Column difference shows the percentage
differenceof the particular routing scenario with respect to
the data loss occurrence using three different methods.
The data loss for 10-data packets and 20-data packets was
reduced in RO-SRS by 33.33 and 28.57% in the case
compared with O-UEEE; 66.66 and 71 .42% in the case

compared with TPGF.
CONCLUSION

Using multimedia sensor nodes can enhance the
capabilityol WMSNs for efficient route selection by
aggregating the sensed multimedia data content with
similar size and same destination sk mto different
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A High Step-Up Hybrid DC-DC Converter with
Reduced Voltage Stress for Renewable Energy Applications
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Abstract: This paper proposes a high step-up de-dc converter with voltage-lifted switched inductor cell,
switched-capacitor and voltage multiplier cell. The voltage multiplier cell is used to reduce the voltage stress
across the switch and to extend the voltage gain. In addition, this converter consists of simple control system,
since there is only one active switch. The operating principle, key waveforms and design details are also
presented. The proposed topology is simulated in PSIM to verify the performance of the proposed converter.

Key words: Boost converter - Switch voltage stress

- Switched capacitor - Switched inductor - Voltage-lift

INTRODUCTION

The International Energy Agency (IEA), forecasts
that the global primary energy demand on 2030 increases
by 1.5% annually from now. Developing Asian countries
are the main contributors to this growth, followed by the
Middle East region. Growth in per capita energy
consumption in the past two decades has occurred in all
parts of the world primarily because of increased
participation in the transport sector, followed by
manufacturing. Exceptions to this trend are China and
India, where growth is mainly taken in the manufacturing
sector, followed by the houschold sector. A large and
sustainable economic growth in India is to develop a great
demand for energy resources. Demand and the imbalance
between the supply of energy sources is a widespread
phenomenon that requires serious efforts of the
Government of India to increase the energy supply.
More than 50% of the population is little or no energy
business for life and living. Renewable energy can make
a significant contribution in each of the areas mentioned
above. In this context, the role of renewable energy must
be seen. Alternative energy such as photovoltaic, bio-fuel
and chemical energy such as fuel cell become increasingly
key part of the solution to the country's energy needs.
The renewable energy is an important element in the
energy planning process in India for more than two
decades.

Power Electronic devices continues to innovate and
the importance of swiiching power converter is
increasing, in which boost converter is widely used in
renewable energy systems. In order to boost the available
low voltage to high voltage of 380 V, which is required
by the full-bridge inverter to connect with a 220 V grid.
A huge number of de-dc converter topologies were
proposed and implemented in the range of hundred watt
to multiples of kW. The dc-dc converters are generally
classified in to two: isolated converters and non-isolated
converters. The isolated converters use transformer for
isolation which may be necessary or not in some
countries. In order to reduce the cost of the system
without compromising gain and efficiency, the non-
isolated dc-dc converters are to be used in renewable
energy applications [1, 2]. The non-isolated dc-dc
converters are classified into five categories, such as
cascaded dc-dc converter, coupled inductor based boost
converter, switched capacitor (SC) based boost converter,
switched inductor (SL) based boost converter and voltage
multiplier (VM) cell based boost converter.

The conventional boost converters are cascaded is
series and/or parallel to increase the voltage gain of the
converter [3-5]. The cascaded converters consist of large
number of components, so it is not suitable for high
power applications. Coupled inductors are a different
method used to increase the voltage gain, reduce the
reverse recovery problem of the output diode and to
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Ro

Switched-Inductor-

Voltage-Lifted
Capacitor (VLSIC) converter

Fig. 1: Proposed

reduce the input current ripple [4-8]. The capacitors are
switched to charge and discharge in a de-dc converter to
increase the voltage gain. The switched capacitor
converter requires a large number of components to
achieve high output voltage, which in tum increases
the cost, weight and volume of the converter [9-12].
The switched inductor (SL) and voltage-lifted switched-
inductor (VLSI) based converters have been explored
[13-16]. The voltage multiplier cells are incorporated in
the boost converter topologies to increase the voltage
gain as well as to reduce the voltage stress across the
switch [17-20].

The proposed voltage-lift switched-inductor-
capacitor converter is different from existing high step-up
de-de converters and it is derived from the topology
proposed in [21]. The proposed converter has less
voltage stress in the power switch and the voltage gain is
high when compared to conventional boost converier
adopted with any of the techniques like SL, SC, VM and
VLS. This paper is organized as follows. The topology
and operation of the proposed converter are presented in
section 2. The analysis and expressions for the voltage
gain and voltage stress are given in section 3. The
simulation results and the performance evaluation are
given in section 4. Finally, this paper is concluded in
section 5.

Proposed Converter: The topology proposed in [21] is
modified by replacing the switched inductor cell with
voltage-lift switched inductor (VLSI) cell and it is given in
Figure 1. The VLSI cell is formed by D,, D,, L,, L, and C..
The capacitor C, forms the switched-capacitor (SC) cell.
The main purpose the inductors, L, is to reduce the
current peak formed by the capacitors in SC and VM cells.
The VLSI and SC cell are connected in parallel with the
source when they are charging and they are connected in
series when discharging. The resonant inductor forms a
tank circuit and we have to ensure that the zero crossing
of inductor current before the switch is turned off.

Operating Principle: The assumptions made to analyze
the circuit are as follows: All the converter components
are ideal; The inductors and capacitors are very large,
then the voltage across capacitor and current through the
inductor will be constant and continuous. The operating
modes of the proposed topology are shown in Figure 2.

Mode 1 (t,-t,): In this mode, the power swiich, S is in
turned off condition. The diodes Dy, and D, are forward
biased and diodes D and D, are reverse biased. The
capacitor C,, the inductors L, and L, are connected in
series with the input voltage source as shown in Figure
2(a). The energy stored previously in the capacitor, C, is
discharged to C,, through Dy, to capacitor C,,, through
L,, and to output capacitor C, through D,,. The current in
the resonant inductor L, (1,,) is increased up to the level
of VLSI cell input current and simultaneously the current
in the diode D, is reduced. This change in current occurs
in linear manner. Simultaneously, the voltage across the
multiplier capacitor, Cyy, is increased and across multiplier
capacitor, C,, is decreased and the voltage across
resonant inductor, L, is constant in this mode.

Mode 2 (t,-t,): At instant t,, the diode current iy, is zero
and the current i, and VLSI cell inductor current are equal
as shown in Figure 3. The energy stored in the VLSI cell
inductors are transmitted to load though the output diode
D,. The inductor current and the capacitor voltage both
decreases at the instant t,.

Mode 3 (t,-t;): At the time instant t,, the switched is
turned on. The diodes D, and D, are reverse biased; Dy,
Dg,, Dy and D are forward biased. The VLSI cell inductors
and the capacitor C, forms the tank circuit. The tank
circuit will cause a sinusoidal resonant current in C, and
the VLSI cell inductor current will increase as shown in
Figure 3. Once the amplitude of current oscillation reaches
zero, the diode, D is reverse biased. The energy stored in
the C,, is transferred to C,,, through D,;, until the time
instant t,. Once the energy is fully transferred from Cy, to
C,, the diode Dy, is reverse biased. The average output
voltage will appear across the output capacitor C, and it
will be the sum of the voltage across the capacitor C,,, and
the voltage at the input of multiplier cell.

Mode 4 (t-t,): Once the resonance condition stops in
the VLSI cell, the power switch, S continues to conduct.
So the VLSI cell inductor current increases further.
Since the capacitor is fully\charged, there will be no
current flowing through it. Sfmil rifal t5, the current in
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the resonant inductor L. is zero and in turn it reverse
biases the VM cell diode, D,,. Therefore, the output
circuit is completely isolated from the source, the VLSI
cell inductors will charge from the input voltage source.
The VLSI cell and switched capacitor cell will remain in
this state until the switch is turned off as shown in
Figure 3. Once the switch is turned off, the above four
modes will be repeated. Since the diodes in the VLSI and
VM cells are turned off naturally, the reverse recovery
problems are alleviated.

Analysis and Design Specifications: During switching-on
period, the capacitors C, and C, are charged from the
input voltage V,, as shown in Figure 2(c), since the
capacitors are sufficiently large, both voltages are equal.

Ve, =V, (@))
Vo=V, (2)
Vewn =Ven Va (3)

The inductor current increases during the on period
and decreases during the off period of the power switch,
S. The voltage appears across the inductors L, and L,
during on period is V.

Va=Va=V, (4)

From Figure 2(a), the voltage across the inductor
L, or L, during off state is given by.

V=V =

)
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Table 1: Comparison of proposed converter and other converters

Conventional Converter Converter Converter Converter
Canverter boost converter  proposed in [22] proposed in [23] proposed in [24] proposed in [21] Proy i converter
Voltage gain 25 7 6 7.5 for n=2 9 11
Output voltage EIRY B4V 72V a0V 108 V 132 v
Voltage stress of active switch 72V 48V ov ElTAY 48V v
WVoltage stress of output diode 72v 9 V - - 48V 60V
Valtage stress of intermediate diodes - 12v LAY oV 12v
48V 18V 3ov
[UAY 48V 60V
And the output voltage is equal to the sum of Viirs =V =Veiri = Viura =%Vm (14)

multiplier capacitor voltages.

Vo= Ve + Var (6)

From (1) and (2), the inductor voltage can be rewritten as;

Vewr =3V
2
By applying the volt-second balance principle, the
voltage across the inductor is given by;

W il = ™)

=V

Dﬂuz(]_D)VCM’_B"‘_ {8}

Hence, the voltage across the multiplier capacitor,

Cyyi 155

(3-D)Va
A il i
CM1 1-D

Substituting (9) in (3) gives the voltage across the
multiplier capacitor C,,,

9

2
Veara "

Substituting (9) and (10) in (6), the output voltage is;

(10)

5-D
Vo= =5 Vin (1)
Therefore, the voltage gain of the proposed

convertier is;

G =ﬂ
1-D
From Figure 2(a), the voltage stress on switch, S is

given by;

(12)

2-D
=D

Also from Figure 2(a) the voltage stress across the
diode Dy, is;

Vs =Vern —Ver = (13)

in
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From Figure 2(c) the voltage stress across the
multiplier diode Dy, and output diode Dy, is calculated.

2

Voara = Ve — Ve =VCM2=SV£" (15)

2 (16)
Voo =Vo —Vau =Veura =]T5V,-,,
The voltage stress on the diodes D, and D, are
Vor = Visptaen + Ve (17)
Vo2 = Vitogen ¥ Ve (18)

V.
Vpy =Vpy =—2 (19)
p1="'p2 =15

From (13) to (19), it is clear that the voltage stress
across all the semiconductor devices are lesser than the
half of the output voltage. Table 1 gives the comparison
of voltage gain and voltage stress across the
semiconductor devices of the proposed converter with
conventional boost converter and various converter
topologies proposed in [21-25], when operating at duty
cycle of 0.6 with 12 V input,

Simulation Results: In order to verify the theoretical
analysis and the performance of the converter, the
proposed converter is simulated in PSIM v9.0. The circuit
parameters are calculated from the design equations and
theyare: V,=12V,L,=L,=44 uH,C,=C,=47 yF, Cy, =
Cye=1pF,Cy=220puF,L,=L,=1pH,R=60 Q. The
switching frequency and the duty ratio are selected as 100
kHz and 0.6. Figure 4 shows the gate drive voltage of the
power switch, output voltage and current and the voltage
stress across the output diode. The output voltage is 132
V and it is equal to the theoretical value calculated
by using the voltage gain ula. The ripple in the
output voltage is very low and\it is in acceptable limit.
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The voltage stress across the output diode is 60 V that is
lower than the output voltage. Figure 5 shows the voltage
stress across the switch and diodes and they are also
lesser than the output voltage. Therefore, the switch and
diodes with low Ry, can be used to reduce the cost and
conduction losses of the converter. The voltage across
the capacitors are shown in Figure 6 and its values
validate the theoretical analysis. The voltage across all
the elements and devices in the simulation results are
same as theoretical results.

CONCLUSION

In this paper, a new high step-up converter that can
be used in renewable energy applications is proposed.
The proposed converter topology has the capability to
obtain high voltage gain in low duty cycle. This converter
has low voltage stress on the switch and diodes and
hence the semiconductor devices with low tuming-on
resistance can be used to reduce the conduction losses.
The converter consists of only one power switch which
makes its control casy. The operation of the converter is
presented and it is simulated in both PSIM and Multisim.
The simulation results confirm the theoretical analysis and
performance of the proposed converter and it is evident
that the proposed converter can be used in wide areas
where large de-de gain is required.
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Abstract: The researchin this study aims at designing and modelling of a bridgeless cuk converter for driving
a switched reluctance motor. Bridgeless Cuk converters are new series of AC-DC converters, it contain very
less ripple of voltage and current and have output wave with good quality, high power concentration and good
transfer voltage gain and no circuit elements parasitic limits of traditional converters. Bridgeless Cuk converters
have good voltage transfer gains in arithmetic development on step by step. For the switched reluctance Motor
drive, the C-dump converter is used. The present design aims at improving the effectiveness of the switched
reluctance motor drive system by the incorporation of the Bridgeless Cuk converter between the electrical
source and the drive system. The rule base of the fuzzy logic controller is modified to improve the stability of
the controller without affecting the system performance. MATLAB simulation results are presented mn this

paper to explain the working of the proposed drive.

Key words: Bridgeless CUK converter, SRM, fuzzy logic controller, DC-DC converter, C-dump converter

INTRODUCTION

Switched Reluctance Motors (SRM) have mnherent
merits such as easy structure with non-winding assembly
in rotor side, better tolerance, heftiness, low cost with no
permanent magnet in the construction and 1t can operate
with high temperatures or in extreme temperature
variations (Ahn et al, 2010). It is an electric machine
which converts the reluctance torque into mechanical
output. In SRM, the stator and rotor enclose a structure
of salient-pole, due to salient poles it generate a high
output torque. The torque is created by the arrangement
inclination of poles (Ahn et al., 2010).

Bridgeless Cuk converters allow power transfer in
both directions (Kavitha and Uma, 2008). Due to their
capability to reverse the direction of flow of power and
thereby the current direction of the motor is changed.
Power quality issues are the major issue, for reducing the
harmonics in supply current by various international
power quality standard like the International Electro
technical Commission (Bist and Singh, 2014) (IEC)
61000-3-2. In all AC-DC converlers, the power transfer
efficiency and output voltage are limited by power
electronic elements. But in calculation, usual converters
can produce high voltage with Ingh efficiency. BL-Cuk
converters (Luoand Ye, 2013) are new AC-DC converters
that defeat the above disadvantages effects and for the

increasing of vollage and the power transfer efficiency.
These converters produce improved voltage from low
voltage of photovoltaic operation.

However, fundamental converters like as Boost
converter and Buck converter cannot be use in the high-
power circumstances and at the similar time have many
limitations. Tn modemn years, conversion methods have
been improved rapidly and there are stacks of topologies
of DC-DC converters. Bridgeless converlers are more
suitable in order to improve the power factor at Source of
supply. The distinctive characteristic of a bridgeless PFC
converter is which eliminates the need of a diode bridge
rectifier at the input. Which reduce the power losses, so
we get improves overall system efficiency as a result with
equal cost savings. PFC rectifiers are used to recover the
rectifier power density and to decrease noise emissions
via soft switching methods or coupled magnetic
techniques (Yang, 2012; Agirman et al., 2001).

A usual PFC scheme has lower efficiency due to
major losses in the diode bridge. Usually boost converters
are used as front end rectifiers (Barnes and Pollock, 1998;
Lee et al., 2007). For low level voltage applications like
computer industry or telecommunication an isolation
transformer or extra converter is needed (o step down the
voltage level. Bridgeless PFC buck converters are
restricted for step down applications (Tseng ef al., 2000).
Input line current cannot trace the input voltage around
zero crossings of the mput line voltage.

o
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Fig. 1: CUK converter based SRM drive

SRM drive requires the power converters to control
the switching sequence of the stator windings
(Agirman et al, 2001). An asymmetric bridge SRM
converter has 2 switches (plus 2 diodes) per phase. This
type of converter topology gives more f[lexible and
effective control to current waveforms of an SRM but it
contains large number of switches (Bames and Pollock,
1998). The c-dump circuit has only one switch per phase
(Lee et al., 2007). Stator winding is transferring the stored
magnelic energy after it tumn-off the power switch, to the
storage capacitor and it sent to the power supply through
a step-down dc chopper. The technique could limit the
overall cost of the SRM drive.

The self-tuning fuzzy logic controller is used to
adjust the output scaling factor with their current states
of the controller (Mudi and Pal, 1999). The membership
functions and scaling factors are tuned for their
corresponding working operation 1s said to be self-tuning
fuzzy logic controller (Chung et al., 1998).

Proposed CUK converter fed switched reluctance motor
drive: In the proposed circuit model given input AC
supply is converted into the dc supply with the help of
the BL-CUK. The CUK converter 15 used to improve the
output quality of the supply. It means in the CUK
converter output it contain the low level harmonics, small
distortion and less ripple. By controlling the CUK
converler output, SRM motor output performance is
improved. The CUK converter operation and SRM
Drive operation is controlled by using Fuzzy Logic
Controller (FLC). Thus the C- Dump converter (Lee et al.,
2013) is the more efficient converter compare to another
converter.
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Thus, the C- Dump converter is use to drive the SRM
motor. The FLC is used to give the rotor position and
also it produces the pulse signal to the C-dump converter.
The [eatures of FLC are five fuzzy sets for input and
output, triangular membership function, mamdani fuzzy
inference system with implication by min operator and
defuzzification using centroid method. The switching of
the Cuk converter switches are controlled by FLC thereby
controlling the SRM drive ripples in torque and current
(Fig.1).

MATERIALS AND METHODS

Operating principle of BL-Cuk converter: Cuk converter
is actually combination of a boost converter and a buck
converter, Cuk converter has the following merits. Such as
continuous output current, continuous input current,
output voltage can be either improved or fewer than the
input voltage.

The bridgeless Cuk converter working in a DICM
mode which gives an inherent PFC and require a easy
voltage follower method for the voltage control and small
size of heat sink for the switches (Luo and Ye, 2003, 2004,
Silpa and Chitra, 2014).

Operation of bridgeless Cuk converters: The mode of
operation of a PFC converter s a crucial problem because
it affects the cost and rating of the components used in
the PFC converter. Discontinuous Conduction Mode
(DCM) and Continuous Conduction Mode (CCM) are
broadly used in practical application. In DCM or CCM, the
current of the inductor or the voltage across in-between
capacilor in a PFC converter remams discontinuous or
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Fig. 3: C-dump converter

continuous in a swilching period correspondingly. To
activate a PFC converter in CCM, it requires three sensors
(2 voltage, current) while a DCM process achieved by
using only one voltage sensor. While the PFC converter
operates in DCM mode the stresses is hgh, when
compared lo CCM mode operation. By operating the
converter in DCM, many merits can be achieved such as
near to unity power factor, at zero current the power
switches are turmed ON and output diodes are turned OFF
(Fig. 2).

Operation of converter 1s depending upon the
application. For high power applications CCM is suitable
and low power application DCM is preferred. Conversely,
DCM operation considerably increases the conduction
losses due to the large current stress through circuit
apparatus. DCM leads to one hmtation, it can operate at
low-power applications only (=300 W). So the DCM is
chosen [or low-power applications.
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C- Dump converter for SRM drive: It 1s derived from the
C-dump converter (Lee et al., 2007) circuit by eliminating
the inductor of the Cuk converter. The energy can be
stored in the capacitor and it is used for the next phase
and being retumed to the de supply of conventional
C-dump representation. At that time the capacitor have
the voltage level of 2 V, in C-dump converter, its
proper utilization significantly improves the drive
performance.

By the modified C-dump converter, the energy in the
dump capacitor is directly utilized to energize phase
windings and to maintam the dump capacitor voltage at
V. rather than 2V, Control of the dump capacitor voltage
is streamlined and replication of the phase currents is
enabled in an energy efficient C-dump converter.
Figure 3 shows the energy competent C-dump converter
topology, derived from the nconventional C-dump
converter (Tseng ef al, 2000)\The” topology could
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minimize the whole cost of the switched reluctance motor
drive. The potential ratings of the c-dump capacitor and
a few of the switching devices in the energy efficient
C-dump converter are reduced to the supply voltage (V)
level likened to twice the supply voltage (2V,) in the
conventional C-dump converter. In addition, the
converter has modest control requirements and allows
the motor phase current to freewheel during chopping
mode.

The A phase starts to magnetize together S1 and S4
on. The phase is energized from the capacitor that is
transfer to the main source until the capacitor voltage
drops to the level of supply voltage. At that time the
blocking diode becomes forward biased and the source
begins to provide for energy to the phase. The current is
maintained at the charge level by switch S1 on and off.
The phase current freewheels throughout diode D1 and
34 when S1 is “off”. The current commutates from S1 and
S4 “off” and charges the dump capacitor. Diode D5 stop
the demagnetizing current which flowed throughout the
source. While A phase is being demagnetized, B phase
can be magnetized by tum on S2. During this period, the
current through B phase is maintained at the command
value by dumping any extra energy into the capacitor.
These can be continued for the next phase also.

RESULTS AND DISCSUSSION

Without Cuk converter fed SRM drive: Figure 4 shows
the without cuk converter outputs for flux and current.

In the results torque range of the motor is reduced and the
speed range is also low. Figure 5 shows the without Cuk
onverter outputs for torque and speed. The ripple in the
motor flux is high and also the current range of the motor
is low. Without Cuk converter circuit the motor takes
0.2 sec to reach the steady state condition.

UK converter fED SRM drive: Figure 6 shows the With
cuk converter outputs for flux and cumrent. In the
results torque range of the motor is increased and the
speed range also high. The ripple in the motor flux is low
and the current range of the motor is increased. Figure 7
shows the with cuk converter outputs for torque and
speed.

With CUK converter circuit the motor takes 0.12 sec
to reach the steady state condition when compared

to the without CUK converter operation. The
acceleration in the torque is high, In the given
Simulation results the output torque ripple is

reduced when compared to the without CUK converter
circuit.

Figure 8 shows the output waveform of the speed for
switched reluctance motor using PI controller. From the
waveform it shows the desired output speed is attained
after 0.22 sec with the set point speed of 2000 rpm.
Figure 9 Shows the switched reluctance motor using fuzzy
logic controller speed output waveform. From the
graphical representation it shows that desired output
speed is attained before 0.09 sec with the set point speed
of 2000 rpm.
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Fig. 4: Without Cuk converter outputs for flux and current
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Table 1 shows the various set speed and setlling

Table 1: Comparative study of set speed and settling time

time in PI controller and fuzzy logic speed Speed (RPM) PI (Settling Lime) Fuzzy controller (Seitling lime)
o y 1500 0.16 0.05
controller. From the tabulation it shows. the settling 540y 022 0.09
time of fuzzy logic controller as low compared to PI 2500 0.26 0.12
controller 3000 0.32 0.15
4667
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CONCLUSION

In this study, a Cuk converter fed Switched
Reluctance drive has been mtroduced. The proposed
drive provides increased dnive efficiency when compared
to the drive without Cuk converter. Here, for the Cuk
converter normal PWM pulse generator is used. In future
for the Cuk converter operation SVPWM, NEURAL or
GENETIC algorithm methods will be .implemented for
improving the performance of Cuk converter with SRM
drive and also for the switched reluctance drive the space
vector modulation techmque may be implemented. Due to
the implementation of Cuk converter the speed of the
motor is increased and the torque ripple also reduced.
Bridge Cuk converter has to be replaced with Bridgeless
Cuk converter so that the power [actor is improved when
compared to the conventional converters.
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ABSTRACT

Background: Switched Reluctance Motor’s (SRMs) doubly salient structure and its high torque feature make it as to play
important role in electric vehicle industry. The good efficiency, high torque and variable speed ratio in addition to low cost, high
reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a candidate with real chances on the market of vehicle
propulsion. The main drawbacks of the SRM related to the torque ripple, acoustic noise and vibration make the research object in
R&Ds all aver the world. Objective: In this paper the objective of the work is focused on the development of an efficient design of
drive system for 8/6 switched reluctance motor based upon Direct Torque Control (DTC) using evolutionary computing technigue.
DTC is implemented through Space Vector Modulation (SVM) technique which reduces the torque ripple and provides significant
control over torque than conventional technique. Results: Evolutionary computing involves in tuning the controller parameter
through genetic algorithm. Matlab/Simulink model is constructed for the proposed scheme of switched reluctance motor drive
model and validate the work with minimization of torque ripple. Conclusion: The simulation results show that the designed PI
controller performs satisfactorily to track the reference torque with actual torque. This new technique can be implemented in real
time with low cost microcontrollers and higher simplicity.

KEYWORDS:pirect Torque Control, Space Vector Modulation, Genetic Algorithm, Switched Reluctance Motor Drive

INTRODUCTION

The policies to reduce emissions from transportation are focusing on the optimization of the efficiency of
the existing vehicles. and the electrification of the vehicles. The continuously increasing price of the permanent
magnets and the shortage of rare earths demand the finding of alternatives in several domains as hybrid and [ull
electric propulsion due to their best overall performances. The good efficiency, high torque and variable speed
ratio in addition to low cost, high reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a
candidate with real chances on the market of vehicle propulsion. The converter topology and switching
calculation because of the unipolar operation, keeping away from shoot through errors makes SRM worthwhile
in utilizations of aviation, which require high unwavering quality. Additionally it finds wide application in car
commercial ventures, direct drive machine apparatuses and so forth.

ToCite ThisArticle:T. Srihan, R. Jeyabharath, P. Veena., Evolutionary Computin?; Technique for Torque Ripple Minimization
of 8/6 Switched Reluctance Motor.Advances in Natural and Applied Sciences. 10(8); Pages: 6-14 &
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The main disadvantages of SRM are the highly nonlinear and discrete nature of torque production
mechanism. The total torque in SRM is the sum of torques generated by each of the stator phase, which are
independently controlled. When torque production mechanism is transferred from one active phase to another,
pulsations are produced leading to vibrations and acoustic noise. The nonlinear magnetization characteristics
make the control of motor really complex.

The control of SRM is the late pattern of explorationas there are complications implemented due to mutual
coupling of the motor phase and parameter variation of inductance characteristics. Previous control schemes
involve using of linear or nonlinear models. An adaptive feedback controller assuming linear magnetic circuits
was proposed in [1]. In another scheme, an analytical solution was developed for production motor voltages to
provide a smooth torque [2].

torgue (Nm)
g & 3 8

ek
=1

9 =10
current (A) 0 0 phasc angle {deprees)
Fig. 1:Measured Nonlinear Characteristics of SRM

Though linear systems were simple, they were highly inaccurate as torque and flux are both nonlinear
functions. So some schemes developed nonlinear characteristics of SR motor (Fig. 1). In [3] feedback
linearization provides compensation for the magnetic nonlinearity. Also ripples were reduced to provide smooth
torque in [4]. Some nonlinear adaptive schemes were also developed. The implementation of a nonlinear model
in real time was complex, expensive and affected by variations in saturation. To overcome all these problems,
the Direct Torque Control (DTC) was proposed which gave straightforward answer for control the motor speed
and torque and reduced torque ripple [5]. Early scheme used concept of short flux pattern that links two
separated poles of the SRM stator. However, this needed a new winding configuration, which is expensive and
inconvenient. This scheme can only be theoretically achieved, as they required bipolar currents in opposition to
unipolar currents SRM. In recent day many more intelligent controller [6] [7] [8] were developed such as fuzzy
logic controller and neural network controller in order to reduce torque ripple content in SRM drive system
which provides many excellent results and can be effectively implemented if their complexity reduces. This
paper mainly focused on implementation of genetic controller for driving SVM based DTC on SRM drive
system which provides minimum torque ripple of 0.138 Nm, which were modeled through
MATLAB/SIMULINK. This scheme reduces the complexity and gives better results of previous techniques so
that it can be effectively implemented in hardware.

SRM Drive System:

The physical look of a SRM resecmble that of other rotating motors (AC and DC) Induction Motor and DC
motor and so forth. The structure of 8/6 (8 stator and 6 rotor) SRM is uncovered in Fig. 2. It has particularly
important development. Normally number of stator and rotor poles is even number. The windings development
of the SRM are exceptionally less difficult than that of different sorts of motor. Just winding is for stator poles,
and basically twisted on it and rotor poles are unwinded. The winding of inverse poles is associated in
arrangement or in parallel making no of phases exactly half the number of stator poles. Along these lines
excitation of single phase energizes two stator poles.

Stator

Rotar

Fig. 2:Construction of 8/6 SRM
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The rotor has simple coatedwith salient pole structure without winding. The principle operation of SRM
is grounded on the tendency of an electromagnetic system to obtain a constant equilibrium position
minimizing magnetic reluctance. Whenever diametrically opposite stator poles of a SRM are excited, the
closest rotor poles are attracted, resulting in torque production. When these two rotor poles become
aligned with the two stator poles, a second pair of stator poles is excited to bring a second pair of
rotor poles into alignment. The successive movement of a 4 -phase, 8/6 SRM is shown in Fig. 3. The
synchronization of the stator phase excitation is readily accomplished with rotor position feedback.

l?-ﬂ”%! ey ::Do-ﬂ

NSV \%8\/ Nals

A ahmed Al m.clum A tnalignzd

B midway £ B alipnad = . B midway
Excyue B = Fxoie b A

¢ unsligned  — * Couudway T C aligned

D mudwary D mahgned D: nuedway

Fig. 3: Construction of 8/6 SRM

In the fully-aligned position, the phase winding inductance is maximum and the reluctance of the magnetic
circuit is minimum. Similarly in the non-aligned position, the inductance is minimum and the reluclance S is
maximum. The motor torque is expressed as given in equation 1.
1.5dL

T=35

(1)

Rotor has six poles, therefore, when rotor completes one revolution, inductance will pass through 6
maximum and 6 minimum values. The angle between the axes of two consecutive rotor poles is 60° and that of
stator poles is 45°, hence, il variation of inductance for phase2 is plotted, it will have similar variation as of
phasel, but displaced by 15°. Therefore waveforms of phase 3 and 4 will similarly be shifted with respect to
phasel waveforms by 30° and 45° respectively.

Torque ripple is characterized as the contrast between the most extreme and least quick torque
communicated as a rate of the normal torque amid steady state operation. Scientifically, Percentage Torque
ripple is communicated as given in condition (2).

Tinst(ma-‘-‘r)'TTnsl(mi") x 100 (2)
avg

WhereT},,s, is the instantaneous torque and Tg,4is the average torque.

Torque Ripple(%) =

Direct Torgue Control:

Based on field oriented control the direct torque control system works. Field Oriented Control (Vector Control)
takes after space vector hypothesis to control magnetic field introduction and direct discretion sets up an
interesting recurrence of inverter working given a particular dc link voltage and a particular stator flux level.
The working guideline of DTC is to first recognize stator voltage vectors as indicated by the contrasts between
the reference torque and the real estimations of stator flux linkage. The standards of DTC in the ac machine can
be inferred by investigating the motor equations. The stator flux linkage vector can communicaled as underneath
condition (3).

= [(v —1R)dt (3)

Different techniques have been proposed in the past to minimize torque ripple. The proposed technique is
Space vector modulation (SVM) based DTC of 4 phase 8/6 SRM by choosinganappropriate set of § space
voltage vectors. The DTC of SRM drive is simulated for consistent torque burden to walch the steady state and
transient execution of the drive. It is watched that the torque is kept up inside the set hysteresis band. This new
arrangement of space vectors demonstrates a critical change in the torque execution of DTC based SRM
contrasted with the present control technique.

On the basis of the errors calculation between the reference value and estimated values ol torque and also
flux, it is easy to directly control on the inverter states in order to decrease the torque and flug.error within the
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prefixed band limits. The DTC scheme as initially proposed is very simple; in its basic configuration. It consists
of pair of hysteresis comparator, torque and flux calculator, a lookup table, and voltage source inverter. The
configuration is much simpler than FOC system due to the absence of frame transformer, pulse width
modulator, and position encoder. The general block diagram of DTC is shown in Fig. 4. Two of the major issues
which are normally addressed in DTC drives are the variation of swilching frequency of the inverter used in the
DTC drives with operating condition and the high torque ripple.

Flux reference

Flux
Phase — "] Flux hyst i — )
currents , cantroller Laok-up Transistor
—_— Flux Flux sector sy | Gontrai
and torque Torque signals
Phase ——*| estimation Torgue —
— hysteresis [—"
voltages

controller
Torque reference |

Fig. 4: Block Diagram of DTC

It is shown that the switching frequency is highly influenced by the motor speed. The motor DTC system
comprises of three basic functions, namely: A motor model estimates the actual torque, stator flux and shaft
speed by means of measurement of two motor phase currents, the immediate circuit DC voltage on the state of
the power switched. Calculations are performed every 25 microseconds and these include corrections for
temperature and saturation effects. The parameter of the motor model is estimated by an identification run,
which made during commissioning. A two level hysteresis controller, where the torque and flux references are
compared with the actual values calculated from the motor model. The magnitude of the stator flux is normally
kept constant and the motor torque is controlled by means of the angle between the stator and rotor flux.
Optimal switching logic that translates the controller output into the appropriate commands to the power
switching devices. There are cight voltage vectors available in the two level voltage source inverter and the
optimum switching logic determines the required selection every 25 microseconds.

Space Voltage Vector for SRM:

Like the AC drives, SRM likewise characterize the comparable space vectors. The voltage space vector for
every phase is characterized on the center axis of the stator shaft in light of the fact that the flux linkage for a
current and voltage connected to the motor phase will have phasor course in accordance with the center of the
pole axis which does not require any physical change in winding topology. It is appeared in Fig. 5, every motor
phase can have three conceivable voltage states for a unidirectional current. At the stage, when both switches in
a motor phase are turned on. For this situation positive voltage is given to the motor phase. At the point when
current begins streaming one device is turned off, along these lines a zero voltage circle happens and the state
succession is given as 0. At long last, when both devices are turned off, there is no present or freewheeling
current courses through the upper diodes. For this situation negative voltage is experienced by the motor phase
and the state arrangement is characterized as negative voltage. Among the eight conceivable expresses any one
is chosen at one time so as to keep the stator flux linkage and the motor torque inside hysteresis groups.

Fig. 5: SRM Phase Voliage States

As in the conventional DTC scheme, if the stator flux linkage lies in the k-th zone. the magnitude of the
flux can be improved by the importance if switching vectors v(k+1) and v(k-1) and diminished by the presence
of vectors v(k+2) and v(k+2). Hence whenever the stator flux linkage reaches its upper limit in the hysteresis
band, it is reduced by applying voltage vectors which are directed toward the center of the flux vector space and
vice-versa.
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The motoring torque is controlled by an acceleration or deceleration of the stator flux relative to the rotor
movement. Hence, if an increase in torque is required, voltage vectors that advance the stator flux linkage in the
direction of rotation are selected. This corresponds to selection of vector v(k+1) and v(k+2) for a stator flux
linkage in the k-th zone. When the torque is to be decrease, voltage vectors are applied which decelerate the
stator flux linkage vector. This corresponds to the vectors v(k-1) and v(k-2) in the zone k. Switching table for
controlling the stator flux linkage and motor torque can be defined as shown in Table 1.

Table 1:Switching Table for DTC

Torque INCREASE INCREASE DECREASE DECREASE
Flux INCREASE DECREASE INCREASE DECREASE
Selection of Vector vik+1) v(k-1) v{k+2) v(k-2)

In order to control the flux and torque within the hysteresis bands, the instantaneous torque and stator flux
vector magnitude must be known. In the SR motor voltages in the motor are highly non-sinusoidal and thus
more effective insight may be gained by firstly finding the individual flux linkages of each phase using the
voltage.

PHASE J(+)

PHASE 4 () PHAST 2 (+)

PHASE 1 (+}

PHASE 1 (-]

PHASE 4 ()
PHASE 2(-)

G PHASE 3(-) VIR
Fig. 6: Space Voltage Vector for SRM

In this case the magnitude of the individual phase flux linkages varies with time, but the direction is always
along the stator pole axis. Torque look up table estimated previous and stored processor for adjustable Dwell
angle. Space voliage vector representation for 8/6 switched reluctance motor is shown in Fig. 6. Pseudo codes
for different voltage states were depict in Table 2.

Table 2: Pseudo Code for Voltage States

Voltage Voltage states for four phase Voltage Voltage state for four phase

vectors A B C D Vector A B C D
Vi 1 1 0 0 V5 -1 -1 0 0
V2 0 ! 1 0 V6 0 -1 -1 0
v3 0 0 1 1 V7 0 0 -1 -1
V4 -1 0 0 1 V8§ | 0 0 -1

Control switching table is used 1o select the voltage command based on the present zone of the flux linkage
that can be determined by the angle. For the first time, considering 4phase motor, vector number is four and so
combination of vector is zero with appear on rectangular plane. In real system arbitrary phase will be excited
first to detect the initial rotor position. Rotor position move to arbitrary aligned position. Therefore we solve this
problem with initial value of 45 degree on 4 phase. The orthogonal flux vector are expressed as
W, =W, — W, cos60° -y, cos60° (4)

V=V, sin 60° — vy, sin 60° (3)

The magnitude of JJ' and angle & of the equivalent flux vector is defined as

v, = "qr“z +v,? (6)

& = arctan (?) (7)

Proposed Evolutionary Computing Technique:
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The GA has discovered application in the region of the programmed tuning process for traditional and
intelligent controllers. Same exploration has been directed utilizing genetic algorithms to help on-line or logged
off control frameworks. It has basically been used as a logged off procedure for performing a guided quest for
the ideal answer for an issue. In this paper, the GA is utilized logged off controller execution to adaptively seek
through a populace of controllers and decide the part most fit to be implemented over a given sampling period.

Here in Genetic PI controller tuning, each chromosome has a genes producing as possible proportional and
integral gain values. The implementation of GA-PI control technique for Four-Phase 8/6 SRM to reduce the
torque ripple and to obtain quick torque response. The block diagram of the proposed project is shown in Fig. 7.

DC
SUPPLY

!

) Pl
GA CONTROLLER | —] COMNVERTOR @

COMPARATOR

ROTOR POSITION
SENSOR

b

Fig. 7: Block Diagram of Proposed Scheme

In this proposed model, feedback signals are the position 6 and the phase currents Lumea the position signal
is used to calculate the torque. The PI controller with signal generator is used to control turn-on angle 04, turn-
off angle O, and pulse width modulation duty cycle.

The steps for torque control are summarized as follows:

1 The current and rotor position signal of the SRM are Sampled.

2 Current error due to change are calculated.

3 Select the number of digits to represent each controller parameter Kp and Ki, choose crossover
probability (pc) and mutation probability (pm).

4 Assume an initial population of Kp and Ki gains (we make a random selection) sample time T and set
time t.

5 ProduceKp and Ki gain values for the error value and it determine the proper turn on and turn off angle
to the converter.

6 The motor torque ripples is reduced effectively by proper selection of Kpgain values. Ki gain values,
turn on and turn off angles.

These are the several steps that involve in our proposed project to minimize the torque ripple using

genetic algorithm principles.

Simulation Model:

To simulate the system a Matlab/Simulink closed loop model based upon evolutionary computing of DTC
of 8/6 SRM was constructed as in Fig. 8. The motor parameter such as torque, phase flux and position are
obtained from 4¢» SRM. The four phase flux vector is transformed on to a stationary orthogonal a — f§ reference
frame to calculate the net flux. The multiphase drives divide the controlled power on more inverter legs. The
increased phase number reduces the current stress on each switch.

e & Tormoss estieren |

Fig. 8: Simulink Modeling of Proposed Scheme
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The converter topologies selected for giving input to the Switched Reluctance motor is asymmetrical
converter. This torque ripple is a particular characteristic of the SRM and it depends mainly on the converter s
turn-on and turn-off angles. The SRM torque characteristic can be optimized by applying appropriated pre-
calculated turn-on and turn-off angles in function of the motor current and speed.

RESULTS AND DISCUSSION

For the purpose of analysis, a comparative work is done between conventional technique and evolutionary
computing based DTC of 8/6 SRM and percentage of torque ripple is compared. A DC supply voltage of 120 V
is used for the converter configuration. The torque gets controlled when comparing with previous conventional
technique. The simulation result of proposed space vector modulation based direct torque control of Switched
Reluctance Motor is shown in Fig. 9. And its maximized view is shown in Fig. 10.The FFT analysis on
conventional system and proposed schemes were shown in Fig. 11. & Fig.12. The results were obtained from
the model developed from four phase 8/6 switched reluctance motor implementing direct torque control based
upon space vector modulation technique and Genetic Algorithm were implemented for tuning of PI controller to
minimize the torque error. The torque ripple is reduced much reduced than conventional technique. Hence space
vector modulation implemented in DTC holds good control over torque response.

The simulation results show that the designed PI controller performs satisfactorily to track the reference
torque with actual torque. It is also observed that the designed PI controller completely eliminates ripples at high
speeds. The designed Pl controller is tuned through genetic algorithm which is done through effective selection
of global best and local best done through random selection. The simulation result made the quicker
convergence of PI controller by effective genetic tuning of K, and K; values than conventional system. The
comparison Table 3. for the proposed design of Direct Torque Control with Genetic P1 Controller with other
controller is made on discussing the torque ripple parameter on closed loop design.
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Fig. 10: Magnified view ol Simulation for 5 Nm.
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Fig. 12: FFT Analysis for Proposed Scheme

Table 3:Comparison Table of Torque Ripple for Different Controller

50
Feogmncy Hz)

CONTROLLER TORQUE RIPPLE (Nm) TORQUE RIPPLE (%)
Conventional Controller 0.42 Nm 21 %

Genetic PI Controller 0.22 Nm 11 %

Direct Torque control with PI controller 0.172 Nm 8.8 %

Direct Torque Control With Genetic PI Controller 0.138 Nm 6.9 % i)

Conclusion:

Direct Torque Control (DTC) for 8/6 SRM drive based upon evolutionary compuling is made through
comparing the actual torque with reference torque and generating error and then error is tuned by genetic based
Pl-controller. DTC is implemented through space vector modulation thus by effective switching of nine voltage
vector to the convertor at appropriate switching time and angle for smooth operation of motor. The quicker
convergence of PI controller is made through evolutionary computing. The results obtained from the
Matlab/Simulink model validate the proposed scheme by reducing the ripple than conventional controller. The
GA-PI Controller technique produce the quick torque response and reduced torque ripple than the individual
controllers such as PI, Neural, and Fuzzy logic controllers. By applying this technique the torque is maintained
at 23.5 Nm and the ripple is reduced to 11% where as in the conventional methods the torque is about 22%.
Hence by using this GA-PI controller the torque ripple is minimized effectively.
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Abstract: A closed loop speed regulation estimation of Switched Reluctance (SR) Motor with Fuzzy Tuned
Artificial Neural Network (FT-ANN) Controller has been simulated and presented in this paper. The FT-ANN
has been used for the closed loop controller and the speed regulation of the SR motor has been estimated with
Fuzzy Logic Controller (FLC) and FT_ANN. The comparative results are presents for both static and dynamic
conditions. The mathematical model of the SR motor has been developed for steady state stability analysis and
simulated using MATLAB. The Harmonic Spectrum (FFT) and steady state error for various speed and load
condition have been obtained to validate the role of FT-ANN contreller. The FT-ANN based system is expected
to give better speed regulation for various load conditions. A prototype 300-W, 50Hz model is designed and
built for experimental demonstrations; the transient and steady-state performances for the SR motor are
compared from the simulation studies. The result of MATLAB simulation and execution it is clear that the

FT-ANN can have better controller compared with Fuzzy Logic Controller (FLC).

Key words: Switched Reluctance Motor -
analysis - PWM Inverter

Artificial Neural Network - Fuzzy Logic Controller - Stability

INTRODUCTION

The design and developed of SR motor have been
focused for variable speed applications with high power
density in the recent past. It has been found that these
types of special motor have several advantages such as
simplicity, less maintenance, robustness, higher torque
volume ratio, high starting torque, high efficiency, low
manufacturing cost and high speed. The SR muotor is
highly nonlinear and it operates to steady state region to
maximum torque region. This type of special motor having
a torque is nonlinear function of rotor position and
current. The many researchers has been experimentally
demonstrated and reported related to SR motor to solve
above problems using different controllers.

Hany M et al. [1] have developed the torque ripple
minimization of the SR motor with digital controller. The
model of SR motor has been presented with torque
equation. There is no analysis of the performance of the
motor. The speed control of the switched reluctance

generator with artificial neural network controller has been
presented in. The performance of the generator has been
analyzed with variable speed turbine connected in grid.
Kioskeridis er al. [2] have demonstrated the single pulse
controlled SR motor with high efficiency. This control
technique is more complicate compare to FT-ANN
controller. The dynamic and steady state performance of
the motor was not presented.

Yana Zhou et al. [3] have developed the torque ripple
minimization of the SR motor with sensor less controller
using neural network. The neural network structural
design was not present. The speed variation with load
changes was not present. The speed controller of the SR
motor has been developed and presented with adaptive
neural network controller in. The dynamic behavior of the
motor has been presented. The load disturbance of the
motor has been presented with controller performance.
Here there is no analysis of the steady state and stability
of the motor. Any M ef al. [4] have demonstrated the
speed control of SR motor with adaptive neuro-fuzzy
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controller. The performance of the controller has been
described. The analysis of the controller design and
dynamic performance of the motor were not present. The
stability analysis of the SR motor with fuzzy sliding mode
controller was presented in.The speed regulation and load
disturbance of the motor performance were not present.
The different type of power converter fed SR motor is
presented with pulse with modulation technique. The
performance of the converter was found for better speed
regulation.

P.Kavitha et al. [5] have demonstrated the R dumped
converter fed SR motor with fuzzy controller.
The experimental result of the SR motor was not present.
The design procedure of the motor and converter was not
present. The performance of the motor speed regulation
was present. Gamal M. Hashem et al. [6] have described
the fuzzy controller for SR motor. The speed regulation of
the motor has been presented. The dynamic and transient
performance of the motor was not present. M. A. A.
Morsy et al. [7] have described the speed regulation of
the SR motor with fuzzy sliding mode controller. The
variable structural control has been developed and
presented with comparison of fuzzy sliding mode
controller. The static and dynamic analysis of the SR
motor was not present.

It is concluded from the literatures that the speed
regulation against load and supply voltage fluctuation
have important role in the design of high speed drives.
The FT-ANN controller is expected to have the speed
regulation, high efficiency and better performance in
the time of load disturbance. Considering the above
facts in view, the FT-ANN controller based SR motor
has been designed and the performance is analyzed
for estimating various responses. The state space
analysis isused for the stability analysis of the motor.

The state space equation has been derived from motor
model and simulated using MATLAN/Simulink. The FFT
analysis of the motor has been present.

Proposed FT-ANN Controller based SR Motor with State
Space Analysis: The block diagram of the FT-ANN
controller based switch reluctance motor is shown in
fig.1. The first stage three phase AC voltages are
converting in to DC voltage V, by using rectifier circuit.
The Second stage the inverter is converts in to three
phase ac voltage i, i, i... The motor speed measured by
sensor and the signal is given to the error detector unit.
A tacho generator (pulse type) is used for sensing the
speed. This sensing speed is considered for feedback of
the controller. Error detector is used to compare the
reference speed and actual speed. The difference error
speed is calculated and to generate the error signal which
is given to controller block. The Fuzzy tuned Artificial
Neural Network Controller gives control signal to the
inverter according to the error signal. The speed of the
motor is controlled by the inverter through proper
excitation of their corresponding windings [8-10].

The FT-ANN controller has been used as two
feedback loops. One is outer speed control loop and
second one is inner current control loop. The current
control  loop is used to control the PWM pluses
whenever the motor current reached to the maximum
value. The speed control loop, the actual speed N is
sensed by tacho generator and given to the crror
detector, the set speed N, also given to the error
detector and the error signal e is obtained by comparing
the set speed N, with the actual speed N. The (Ae)
change in error is procured from the (e) present error
and pervious error (€yuew.)- The (€) error and (Ae) change
in error are set as inputs to the FT-ANN controller.

S | e i i
W= Ve | i Y s
v — . Rectifier = Inverter - Motor)
_ | [
R | sensor ,’;’ -
- ]
Controling |, M
Singnals
——
1
K '—‘*_ __{f .. FT-ANN
Mg S Wi Controller
Fig. 1: Block Diagram of the FT-ANN controller based SR motor
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Fig. 2: Structure of Classical Inverter circuit for SR motor
R f(t) » The applied voltage to a phase is equal to the sum of
'\-'\fli" Il\_: }6 6| the resis_tive voltage drop and the rate of the flux linkages
7L . and is given as:

A q V(8 =R 1L(t] = Vi, (1) (1)
(i‘.r - ) '
p I e Sl I
lk\_h_./ p v (8 deil 2. 2)

Fig. 3: Equivalent circuit of Single phase SR motor gl o= %5 ar (3)

The output of the controller is PWM Signal. The change
in PWM Signal AP is given to the inverter and the
controller is calculated from the new PWM Signal P(k) and
previous PWM Signal p(k-1). The input and output gain
of the controller can be estimated by simulation. To obtain
the error value is zero by changing the pulse signal which Where N is the speed of the motor

is given to the inverter [11]. The schematic diagram of the

proposed system is shown in fig.2. For 3 phase SR motors Equ.3 can be expanded as follows

Mathematical Modeling of the SR motor with Sate Space VL (#) =
Analysis: The SR motor is a highly non-linear system, the h
non-linear system describing the behavior of the motor is

developed. A mathematical model can be created based A (t) = R...1.(
on this construction. The SR motor electromagnetic circuit

is characterized by non-linear magnetization. The torque

generated by the motor phase is a function of the Ve (t) =
magnetic flux; therefore, the phase torque is not constant

for a constant phase current for different motor positions.

This creates torque ripple and noise in the SR motor. The The torque gencrated by one phase can be expressed as
model is based on the electrical diagram of the motor,

incorporating phase resistance and phase inductance. T = |'5 ;
The diagram for one phase is shown in fig.3 [11-17].

(8)
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The mathematical model of an SR motor is

represented by a system of equations, describing the

conversion of electromechanical energy. Power
associated with change in stored energy is=— }
9)

Where ., = 32

The motor Power can be converted into mechanical
P, the developed power equation is

~F

B =Pt
o ad (10)

The SR motor Torque developed equation as

i AL N-m (1

The SR motor system model using state space
technique can be obtained assuming there is no magnetic
saturation, losses and mutual inductance. By using the
above basic torque and power equation the vector
space equation for the motor can be developed and is
given by [11].

= _1"(O)K.w+ L)Y, (12)
T B _ 24 (13)
w = :::—

(14)

The SR motor reference speed (w’) and actual speed
(w) taken as a state variables, the state space equation of
the motor as

6 egye B F B (16)

By taking the inverse Laplace transform from the
equation (15 and 16) we get the state space equation of
the SR motor is

2

(=00 2)C-() an

velo & 1) (18)

These state equations can be used to analysis the
stability of the system furthermore the equation can be
used to estimate the value of parasitic elements.

RESULTS AND DISCUSSIONS

Design of Fuzzy Logic Controller: The Fuzzy Logic
Controller (FLC) provides an adaptive control for
improved system performance [13]. FLC is intended to
give solution for controlling the non-linear processes
and to handle ambiguous and uncertain situations. The
performance of the Controller is developed with
MATLAB/Simulink in terms of speed and load
variation. The FLC have three stages namely Fuzzification,
Rule-Base and Defuzzification. The fuzzy control is
developed using input membership functions for error ‘e’
and change in error ‘Ae’ and the output membership
function for ‘Au’ the duty ratio of inverter. The output of
the fuzzy control algorithm is the change in PWM Signal
[6d(c)]. The PWM Signald («), at the o™ sampling time, is
determined by adding the previous PWM Signal [d (« -1)]
to the calculated change in PWM Signal:

d (o) =d (e -1) +06d ()

The fuzzy rule variables error ‘e’, change in eror 'Ae’
and output *Au’ are described by triangular membership
functions. The graphical diagram of triangular membership
function is shown in fig.4. Seven triangular membership
functions are taken for creating the rules. Table 1 present
the fuzzy rules. Fuzzy memberships NB, NM,NS, Z, PS,
PM,PB are defined as negative big, negative medium,
negative small, zero, positive small, positive mgdium and

L Sw=w (15)  positive big.
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Table 1: Fuzzy Rules
NB NM NS Z PS PM PB
NB NB NB NB NB NS PS Z
NM NB NM NM NS NS Z NS
NS NB NM NB NS Z NS Ps
Z NB NS NS Z Ps NM PB
PS NS NS 7 PS PB NM PB
PM NS Z Ps rB PB NM PB

PB Z NS PS rB PB PB B

Design of Fuzzy Tuned Artificial Neural Network
(FT-ANN) Controller: The FT- ANN based control of SR
motor is described in reference [9, 12]. Before analyses the
results are not attain the prescribed solution, it’s desired
to be improved further. The performance of SR motor to
be improved using the Fuzzy Tuned Artificial Neural
Network based controller (FT-ANN). The FLC data is
used to design the Artificial Neural Network algorithm
(ANN). The proposed controller is working properly due
to its well trained algorithm and also it minimize the
computational time. The FT-ANN is designed with a small
number of neurons and single hidden layer. The feed
forward neural network is developed with double neurons
in the input layer, thrice in the hidden layer and single in
the output layer. The two inputs are taken as error e (&)
and change in error Ae(a), these inputs are developed and
biased properly. From the FLC the network is designed
and trained with the set of inputs and desired outputs.

Etrer

Chanzz 1n
*\ WAL Biznal

Chanzzin
Esror 35 g3

Cutput Layer

Hidden Laver

Fig. 5: Configuration of trained Neural Network

A feed forward back propagation neural network-training
algorithm is used and it is trained with minimum error.
The output of the network is change in PWM Signal
Ad(c.). The FT-ANN is designed and trained with the error
goal value of 0.00596325 at 11 epochs. The complete
configuration of the trained network with the weights and
bias is shown in figure 5.

The proposed FT-ANN system is simulated using
MATLAB software. The simulink model of SR motor is
developed with FT-ANN as given in figure 6. The set
reference speed and motor actual speed is taken as input.
The error and change in error are calculated and then
given as input to the FT-ANN. The output of the PWM
pulse signal is given as input to the PWM generator of
the inverter.

The 100Hz of switching frequency is produced from
the PWM unit. Then the current controller receives the
pulse signal from the PWM unit. The reference current is
equal to the motor current then the current controller
permit the PWM signal. The PWM pulse signal is given
to the main inverter circuit then the change output voltage
changes from variable voltage to fixed voltage. Then the
speed of the motor runs with the reference speed. The FT-
ANN controller model is shown in fig.7.

Simulation Results of the Proposed System:
The simulation of the proposed system is carried out
using MATLAB/Simulink software. The FT-ANN
controller is used as a closed loop for the SR motor
performance estimation. The speed control of the motor
has been carried out using fuzzy logic controller and fuzzy
tuned artificial neural network controller. The variation of
the speed is shown in below fig.8 the expended view also
presented. The output of the speed flow the reference
with better accuracy, showing a better tracking
performance of the controller. Its shows that the FT-ANN
controller is settling time and percentage overshoot is
very less compare to other congroller.
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Fig. 8: SR motor Speed (a) using FLC (b) using FT-ANN controller
The maximum overshoot and percentage error is shows that the steady state error is near equal to
very small and it tends to zero as shown in fig.8 (b)  0.00Isec. It is clear that the FT-ANN controller

the rise time and settling is near to 0.01 sec its very
less compare to FLC. The expended view diagram

eliminating the rise time, overshoot
harmonics.

nd suppers the
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Table 2: Comparative analysis of transient and steady state performance for different controllers
Controller % Overshoot Rise time in Sec Steady slaie error Settling Time in Sec. THD in %
FLC 036 0.85 0.04 1 8.25
FT-ANN nil 0.52 0.001 0.68 6.8

The FFT analysis of the SR motor for the output
voltage as shown fig.9. The Total Harmonics distraction
(THD) is calculated from the inverter side. It’s found from
the above FFT analysis clearly shows that the controller
tracking performance is good and THD values are less
compared to fuzzy controller. The developed torque
performance of the SR motor as shown in fig.10 (a) and
the phase current of the motor are present in fig. 10(b)

The performance of the controller response for SR
motor speed control has been estimated and provided in
table.2. It is seen that the FLC/FT-ANN closed loop

controllers give the better settling time. This ensures that
the controller provide the effective feedback. It is
concluded from the above table 2 the FT-ANN controller
has improved the transient and dynamic performance of
the SR motor. The harmonics spectrum analysis of the
motor speed can be estimated and provided in table.2.

In further to analysis the performance of the SR motor
controller the simulation is carried out different set speed
changes it is shown in fig.11 and 12 respectively. The set
speed changes from 500 rpm to 1000 rpm and 1000 rpm to
1600 rpm. The fuzzy controller shaws a comparatively
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Fig. 12: Speed control from 500 RPM to 1000 RPM, 1000 RPM to 1600 RPM at 4 Sec and 8sec respectively

Table 3; Transient response of the controllers in with reference speed changes

Change in speed from

Change in speed from

Change in speed from

0 1o 500 RPM 500 1o 1000 RPM 1000 1o 1600 RPM

% over Seittling % over Settling % over Settling
Controllers Shoot lime in Sec. Shoot time in Sec. Shoot time in Sec.
FLC 0.2 0.35 0.29 0.295 0.3 0.39
FT-ANN 0.001 0.15 0.001 018 0.001 0.19

maximum percentage overshoot and more time to settle,
there is no steady-state error as shown in fig.11. It's
clearly found that the FT-ANN controller gives the least
amount of overshoot and zero steady state error and the
rise time and settling time is near to 0.001 as shown in
fig.12.

From the above figure we found that the transient
and dynamic performance is more in fuzzy logic controller
due to more oscillation and its very minimum in FT-ANN
controller. While the motor is running to the rated speed
the variation is very minimum at both speed changes. The
transient performance of the different controllers with
speed changes as provided in table.3. It is clear from the
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table 3 that the transient performance is under control limit
in FT-ANN controller compared to FLC. It is learn that the
steady state error is very less in the proposed controller.

Stability Analysis of the Proposed System: The plot has
drawn for SR motor basic equation with torque equation
from the state space model equations (17and 18). It is clear
that the proposed system is stable for the system speed
changes. It is concluded that the -0.5+j0 point is encircled
in the all direction in single time. Hence overall
encirclement is zero. Also the open loop sysiem has no
poles at the right half of s-plan. So the proposed system
is stable. The nyquist plot as shown in figyre 13.
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Experimental Results: The SR motor model is fabricated
and performance is tested. A prototype SR motor with FT-
ANN controller is operating 300W, 50Hz is designed. The
P89V51RD2BN microcontroller is used for generating the
driving pulses and IRFP840 MOSFET used as switches in
the inverter bridge circuitt MUR4100 diodes used in the
rectifier circuit. The frequency level of the generated
PWM is 10 KHz. the open collector optocoupler CYN 17-1
is generate the PWM signal from the microcontroller
through isolator and IR2110 driver IC. The speed of the
motor can be controlled from inverter output. The motor
speed is sensed by a digital type pulse sensor GP1L53V.
The PWM pulse signal is given to a LM2907 voltage
converter IC and feedback signal is given (o the
microcontroller through an ADC IC ADCO808CCN.

Figure 14 (a) shows the speed voltage waveform with
reference speed of 1500 rpm using FLC, it is clearly shows
that 4 seconds of time to settle the reference speed. It
seen that the oscillations is present due to delay of pulse
generation of the controller. Figurer 14 (b) it is observed
that there is a minimum steady state error, less percentage
overshoot and the minimum settling time at 2.5 seconds.
Fig 14(c and d) shows the output voltage of the motor.
The steady state error is very minimum compare to FLC.
Based on the fig.(14 b,d),. It’s clearly seen that FT-ANN
based controller having the better transient and steady
state performance. The comparison chart is shown in
fig.15. The motor speed with efficiency is plotted, it is
observed that the proposed controller has high efficiency
with step change speed. Itis seen form this plot the SR
motor have a better efficiency while using FT-ANN
controller.

CONCLUSION

The steady state stability analysis of the SR motor
has been developed and simulated for estimating the
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performance for various speed changes using
MATLAB/simulink. It has been found from the analysis
that the FT-ANN controller provides better efficiency and
speed regulation. The comparison results were presented
for both controllers. It's found from that FT-ANN
controller performs better than fuzzy controller. The
proposed controller provides a good speed tracking
without overshoot. The proto type model was design and
the experimental results are closely agreed with simulation
results.
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A High Step-Up Hybrid DC-DC Converter with
Reduced Voltage Stress for Renewable Energy Applications
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Abstract: This paper proposes a high step-up de-dc converter with voltage-lifted switched inductor cell,
switched-capacitor and voltage multiplier cell. The voltage multiplier cell is used to reduce the voltage stress
across the switch and to extend the voltage gain. In addition, this converter consists of simple control system,
since there is only one active switch. The operating principle, key waveforms and design details are also
presented. The proposed topology is simulated in PSIM to verify the performance of the proposed converter.

Key words: Boost converter - Switch voltage stress

- Switched capacitor - Switched inductor - Voltage-lift

INTRODUCTION

The International Energy Agency (IEA), forecasts
that the global primary energy demand on 2030 increases
by 1.5% annually from now. Developing Asian countries
are the main contributors to this growth, followed by the
Middle East region. Growth in per capita energy
consumption in the past two decades has occurred in all
parts of the world primarily because of increased
participation in the transport sector, followed by
manufacturing. Exceptions to this trend are China and
India, where growth is mainly taken in the manufacturing
sector, followed by the houschold sector. A large and
sustainable economic growth in India is to develop a great
demand for energy resources. Demand and the imbalance
between the supply of energy sources is a widespread
phenomenon that requires serious efforts of the
Government of India to increase the energy supply.
More than 50% of the population is little or no energy
business for life and living. Renewable energy can make
a significant contribution in each of the areas mentioned
above. In this context, the role of renewable energy must
be seen. Alternative energy such as photovoltaic, bio-fuel
and chemical energy such as fuel cell become increasingly
key part of the solution to the country's energy needs.
The renewable energy is an important element in the
energy planning process in India for more than two
decades.

Power Electronic devices continues to innovate and
the importance of swiiching power converter is
increasing, in which boost converter is widely used in
renewable energy systems. In order to boost the available
low voltage to high voltage of 380 V, which is required
by the full-bridge inverter to connect with a 220 V grid.
A huge number of de-dc converter topologies were
proposed and implemented in the range of hundred watt
to multiples of kW. The dc-dc converters are generally
classified in to two: isolated converters and non-isolated
converters. The isolated converters use transformer for
isolation which may be necessary or not in some
countries. In order to reduce the cost of the system
without compromising gain and efficiency, the non-
isolated dc-dc converters are to be used in renewable
energy applications [1, 2]. The non-isolated dc-dc
converters are classified into five categories, such as
cascaded dc-dc converter, coupled inductor based boost
converter, switched capacitor (SC) based boost converter,
switched inductor (SL) based boost converter and voltage
multiplier (VM) cell based boost converter.

The conventional boost converters are cascaded is
series and/or parallel to increase the voltage gain of the
converter [3-5]. The cascaded converters consist of large
number of components, so it is not suitable for high
power applications. Coupled inductors are a different
method used to increase the voltage gain, reduce the
reverse recovery problem of the output diode and to
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Capacitor (VLSIC) converter

Fig. 1: Proposed

reduce the input current ripple [4-8]. The capacitors are
switched to charge and discharge in a de-dc converter to
increase the voltage gain. The switched capacitor
converter requires a large number of components to
achieve high output voltage, which in tum increases
the cost, weight and volume of the converter [9-12].
The switched inductor (SL) and voltage-lifted switched-
inductor (VLSI) based converters have been explored
[13-16]. The voltage multiplier cells are incorporated in
the boost converter topologies to increase the voltage
gain as well as to reduce the voltage stress across the
switch [17-20].

The proposed voltage-lift switched-inductor-
capacitor converter is different from existing high step-up
de-de converters and it is derived from the topology
proposed in [21]. The proposed converter has less
voltage stress in the power switch and the voltage gain is
high when compared to conventional boost converier
adopted with any of the techniques like SL, SC, VM and
VLS. This paper is organized as follows. The topology
and operation of the proposed converter are presented in
section 2. The analysis and expressions for the voltage
gain and voltage stress are given in section 3. The
simulation results and the performance evaluation are
given in section 4. Finally, this paper is concluded in
section 5.

Proposed Converter: The topology proposed in [21] is
modified by replacing the switched inductor cell with
voltage-lift switched inductor (VLSI) cell and it is given in
Figure 1. The VLSI cell is formed by D,, D,, L,, L, and C..
The capacitor C, forms the switched-capacitor (SC) cell.
The main purpose the inductors, L, is to reduce the
current peak formed by the capacitors in SC and VM cells.
The VLSI and SC cell are connected in parallel with the
source when they are charging and they are connected in
series when discharging. The resonant inductor forms a
tank circuit and we have to ensure that the zero crossing
of inductor current before the switch is turned off.

Operating Principle: The assumptions made to analyze
the circuit are as follows: All the converter components
are ideal; The inductors and capacitors are very large,
then the voltage across capacitor and current through the
inductor will be constant and continuous. The operating
modes of the proposed topology are shown in Figure 2.

Mode 1 (t,-t,): In this mode, the power swiich, S is in
turned off condition. The diodes Dy, and D, are forward
biased and diodes D and D, are reverse biased. The
capacitor C,, the inductors L, and L, are connected in
series with the input voltage source as shown in Figure
2(a). The energy stored previously in the capacitor, C, is
discharged to C,, through Dy, to capacitor C,,, through
L,, and to output capacitor C, through D,,. The current in
the resonant inductor L, (1,,) is increased up to the level
of VLSI cell input current and simultaneously the current
in the diode D, is reduced. This change in current occurs
in linear manner. Simultaneously, the voltage across the
multiplier capacitor, Cyy, is increased and across multiplier
capacitor, C,, is decreased and the voltage across
resonant inductor, L, is constant in this mode.

Mode 2 (t,-t,): At instant t,, the diode current iy, is zero
and the current i, and VLSI cell inductor current are equal
as shown in Figure 3. The energy stored in the VLSI cell
inductors are transmitted to load though the output diode
D,. The inductor current and the capacitor voltage both
decreases at the instant t,.

Mode 3 (t,-t;): At the time instant t,, the switched is
turned on. The diodes D, and D, are reverse biased; Dy,
Dg,, Dy and D are forward biased. The VLSI cell inductors
and the capacitor C, forms the tank circuit. The tank
circuit will cause a sinusoidal resonant current in C, and
the VLSI cell inductor current will increase as shown in
Figure 3. Once the amplitude of current oscillation reaches
zero, the diode, D is reverse biased. The energy stored in
the C,, is transferred to C,,, through D,;, until the time
instant t,. Once the energy is fully transferred from Cy, to
C,, the diode Dy, is reverse biased. The average output
voltage will appear across the output capacitor C, and it
will be the sum of the voltage across the capacitor C,,, and
the voltage at the input of multiplier cell.

Mode 4 (t-t,): Once the resonance condition stops in
the VLSI cell, the power switch, S continues to conduct.
So the VLSI cell inductor current increases further.
Since the capacitor is fully\charged, there will be no
current flowing through it. Sfmil rifal t5, the current in
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the resonant inductor L. is zero and in turn it reverse
biases the VM cell diode, D,,. Therefore, the output
circuit is completely isolated from the source, the VLSI
cell inductors will charge from the input voltage source.
The VLSI cell and switched capacitor cell will remain in
this state until the switch is turned off as shown in
Figure 3. Once the switch is turned off, the above four
modes will be repeated. Since the diodes in the VLSI and
VM cells are turned off naturally, the reverse recovery
problems are alleviated.

Analysis and Design Specifications: During switching-on
period, the capacitors C, and C, are charged from the
input voltage V,, as shown in Figure 2(c), since the
capacitors are sufficiently large, both voltages are equal.

Ve, =V, (@))
Vo=V, (2)
Vewn =Ven Va (3)

The inductor current increases during the on period
and decreases during the off period of the power switch,
S. The voltage appears across the inductors L, and L,
during on period is V.

Va=Va=V, (4)

From Figure 2(a), the voltage across the inductor
L, or L, during off state is given by.

V=V =

)
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Table 1: Comparison of proposed converter and other converters

Conventional Converter Converter Converter Converter
Canverter boost converter  proposed in [22] proposed in [23] proposed in [24] proposed in [21] Proy i converter
Voltage gain 25 7 6 7.5 for n=2 9 11
Output voltage EIRY B4V 72V a0V 108 V 132 v
Voltage stress of active switch 72V 48V ov ElTAY 48V v
WVoltage stress of output diode 72v 9 V - - 48V 60V
Valtage stress of intermediate diodes - 12v LAY oV 12v
48V 18V 3ov
[UAY 48V 60V
And the output voltage is equal to the sum of Viirs =V =Veiri = Viura =%Vm (14)

multiplier capacitor voltages.

Vo= Ve + Var (6)

From (1) and (2), the inductor voltage can be rewritten as;

Vewr =3V
2
By applying the volt-second balance principle, the
voltage across the inductor is given by;

W il = ™)

=V

Dﬂuz(]_D)VCM’_B"‘_ {8}

Hence, the voltage across the multiplier capacitor,

Cyyi 155

(3-D)Va
A il i
CM1 1-D

Substituting (9) in (3) gives the voltage across the
multiplier capacitor C,,,

9

2
Veara "

Substituting (9) and (10) in (6), the output voltage is;

(10)

5-D
Vo= =5 Vin (1)
Therefore, the voltage gain of the proposed

convertier is;

G =ﬂ
1-D
From Figure 2(a), the voltage stress on switch, S is

given by;

(12)

2-D
=D

Also from Figure 2(a) the voltage stress across the
diode Dy, is;

Vs =Vern —Ver = (13)

in
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From Figure 2(c) the voltage stress across the
multiplier diode Dy, and output diode Dy, is calculated.

2

Voara = Ve — Ve =VCM2=SV£" (15)

2 (16)
Voo =Vo —Vau =Veura =]T5V,-,,
The voltage stress on the diodes D, and D, are
Vor = Visptaen + Ve (17)
Vo2 = Vitogen ¥ Ve (18)

V.
Vpy =Vpy =—2 (19)
p1="'p2 =15

From (13) to (19), it is clear that the voltage stress
across all the semiconductor devices are lesser than the
half of the output voltage. Table 1 gives the comparison
of voltage gain and voltage stress across the
semiconductor devices of the proposed converter with
conventional boost converter and various converter
topologies proposed in [21-25], when operating at duty
cycle of 0.6 with 12 V input,

Simulation Results: In order to verify the theoretical
analysis and the performance of the converter, the
proposed converter is simulated in PSIM v9.0. The circuit
parameters are calculated from the design equations and
theyare: V,=12V,L,=L,=44 uH,C,=C,=47 yF, Cy, =
Cye=1pF,Cy=220puF,L,=L,=1pH,R=60 Q. The
switching frequency and the duty ratio are selected as 100
kHz and 0.6. Figure 4 shows the gate drive voltage of the
power switch, output voltage and current and the voltage
stress across the output diode. The output voltage is 132
V and it is equal to the theoretical value calculated
by using the voltage gain ula. The ripple in the
output voltage is very low and\it is in acceptable limit.
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The voltage stress across the output diode is 60 V that is
lower than the output voltage. Figure 5 shows the voltage
stress across the switch and diodes and they are also
lesser than the output voltage. Therefore, the switch and
diodes with low Ry, can be used to reduce the cost and
conduction losses of the converter. The voltage across
the capacitors are shown in Figure 6 and its values
validate the theoretical analysis. The voltage across all
the elements and devices in the simulation results are
same as theoretical results.

CONCLUSION

In this paper, a new high step-up converter that can
be used in renewable energy applications is proposed.
The proposed converter topology has the capability to
obtain high voltage gain in low duty cycle. This converter
has low voltage stress on the switch and diodes and
hence the semiconductor devices with low tuming-on
resistance can be used to reduce the conduction losses.
The converter consists of only one power switch which
makes its control casy. The operation of the converter is
presented and it is simulated in both PSIM and Multisim.
The simulation results confirm the theoretical analysis and
performance of the proposed converter and it is evident
that the proposed converter can be used in wide areas
where large de-de gain is required.
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Abstract: The researchin this study aims at designing and modelling of a bridgeless cuk converter for driving
a switched reluctance motor. Bridgeless Cuk converters are new series of AC-DC converters, it contain very
less ripple of voltage and current and have output wave with good quality, high power concentration and good
transfer voltage gain and no circuit elements parasitic limits of traditional converters. Bridgeless Cuk converters
have good voltage transfer gains in arithmetic development on step by step. For the switched reluctance Motor
drive, the C-dump converter is used. The present design aims at improving the effectiveness of the switched
reluctance motor drive system by the incorporation of the Bridgeless Cuk converter between the electrical
source and the drive system. The rule base of the fuzzy logic controller is modified to improve the stability of
the controller without affecting the system performance. MATLAB simulation results are presented mn this

paper to explain the working of the proposed drive.

Key words: Bridgeless CUK converter, SRM, fuzzy logic controller, DC-DC converter, C-dump converter

INTRODUCTION

Switched Reluctance Motors (SRM) have mnherent
merits such as easy structure with non-winding assembly
in rotor side, better tolerance, heftiness, low cost with no
permanent magnet in the construction and 1t can operate
with high temperatures or in extreme temperature
variations (Ahn et al, 2010). It is an electric machine
which converts the reluctance torque into mechanical
output. In SRM, the stator and rotor enclose a structure
of salient-pole, due to salient poles it generate a high
output torque. The torque is created by the arrangement
inclination of poles (Ahn et al., 2010).

Bridgeless Cuk converters allow power transfer in
both directions (Kavitha and Uma, 2008). Due to their
capability to reverse the direction of flow of power and
thereby the current direction of the motor is changed.
Power quality issues are the major issue, for reducing the
harmonics in supply current by various international
power quality standard like the International Electro
technical Commission (Bist and Singh, 2014) (IEC)
61000-3-2. In all AC-DC converlers, the power transfer
efficiency and output voltage are limited by power
electronic elements. But in calculation, usual converters
can produce high voltage with Ingh efficiency. BL-Cuk
converters (Luoand Ye, 2013) are new AC-DC converters
that defeat the above disadvantages effects and for the

increasing of vollage and the power transfer efficiency.
These converters produce improved voltage from low
voltage of photovoltaic operation.

However, fundamental converters like as Boost
converter and Buck converter cannot be use in the high-
power circumstances and at the similar time have many
limitations. Tn modemn years, conversion methods have
been improved rapidly and there are stacks of topologies
of DC-DC converters. Bridgeless converlers are more
suitable in order to improve the power factor at Source of
supply. The distinctive characteristic of a bridgeless PFC
converter is which eliminates the need of a diode bridge
rectifier at the input. Which reduce the power losses, so
we get improves overall system efficiency as a result with
equal cost savings. PFC rectifiers are used to recover the
rectifier power density and to decrease noise emissions
via soft switching methods or coupled magnetic
techniques (Yang, 2012; Agirman et al., 2001).

A usual PFC scheme has lower efficiency due to
major losses in the diode bridge. Usually boost converters
are used as front end rectifiers (Barnes and Pollock, 1998;
Lee et al., 2007). For low level voltage applications like
computer industry or telecommunication an isolation
transformer or extra converter is needed (o step down the
voltage level. Bridgeless PFC buck converters are
restricted for step down applications (Tseng ef al., 2000).
Input line current cannot trace the input voltage around
zero crossings of the mput line voltage.

o
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Fig. 1: CUK converter based SRM drive

SRM drive requires the power converters to control
the switching sequence of the stator windings
(Agirman et al, 2001). An asymmetric bridge SRM
converter has 2 switches (plus 2 diodes) per phase. This
type of converter topology gives more f[lexible and
effective control to current waveforms of an SRM but it
contains large number of switches (Bames and Pollock,
1998). The c-dump circuit has only one switch per phase
(Lee et al., 2007). Stator winding is transferring the stored
magnelic energy after it tumn-off the power switch, to the
storage capacitor and it sent to the power supply through
a step-down dc chopper. The technique could limit the
overall cost of the SRM drive.

The self-tuning fuzzy logic controller is used to
adjust the output scaling factor with their current states
of the controller (Mudi and Pal, 1999). The membership
functions and scaling factors are tuned for their
corresponding working operation 1s said to be self-tuning
fuzzy logic controller (Chung et al., 1998).

Proposed CUK converter fed switched reluctance motor
drive: In the proposed circuit model given input AC
supply is converted into the dc supply with the help of
the BL-CUK. The CUK converter 15 used to improve the
output quality of the supply. It means in the CUK
converter output it contain the low level harmonics, small
distortion and less ripple. By controlling the CUK
converler output, SRM motor output performance is
improved. The CUK converter operation and SRM
Drive operation is controlled by using Fuzzy Logic
Controller (FLC). Thus the C- Dump converter (Lee et al.,
2013) is the more efficient converter compare to another
converter.

4663

Thus, the C- Dump converter is use to drive the SRM
motor. The FLC is used to give the rotor position and
also it produces the pulse signal to the C-dump converter.
The [eatures of FLC are five fuzzy sets for input and
output, triangular membership function, mamdani fuzzy
inference system with implication by min operator and
defuzzification using centroid method. The switching of
the Cuk converter switches are controlled by FLC thereby
controlling the SRM drive ripples in torque and current
(Fig.1).

MATERIALS AND METHODS

Operating principle of BL-Cuk converter: Cuk converter
is actually combination of a boost converter and a buck
converter, Cuk converter has the following merits. Such as
continuous output current, continuous input current,
output voltage can be either improved or fewer than the
input voltage.

The bridgeless Cuk converter working in a DICM
mode which gives an inherent PFC and require a easy
voltage follower method for the voltage control and small
size of heat sink for the switches (Luo and Ye, 2003, 2004,
Silpa and Chitra, 2014).

Operation of bridgeless Cuk converters: The mode of
operation of a PFC converter s a crucial problem because
it affects the cost and rating of the components used in
the PFC converter. Discontinuous Conduction Mode
(DCM) and Continuous Conduction Mode (CCM) are
broadly used in practical application. In DCM or CCM, the
current of the inductor or the voltage across in-between
capacilor in a PFC converter remams discontinuous or
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Fig. 3: C-dump converter

continuous in a swilching period correspondingly. To
activate a PFC converter in CCM, it requires three sensors
(2 voltage, current) while a DCM process achieved by
using only one voltage sensor. While the PFC converter
operates in DCM mode the stresses is hgh, when
compared lo CCM mode operation. By operating the
converter in DCM, many merits can be achieved such as
near to unity power factor, at zero current the power
switches are turmed ON and output diodes are turned OFF
(Fig. 2).

Operation of converter 1s depending upon the
application. For high power applications CCM is suitable
and low power application DCM is preferred. Conversely,
DCM operation considerably increases the conduction
losses due to the large current stress through circuit
apparatus. DCM leads to one hmtation, it can operate at
low-power applications only (=300 W). So the DCM is
chosen [or low-power applications.
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C- Dump converter for SRM drive: It 1s derived from the
C-dump converter (Lee et al., 2007) circuit by eliminating
the inductor of the Cuk converter. The energy can be
stored in the capacitor and it is used for the next phase
and being retumed to the de supply of conventional
C-dump representation. At that time the capacitor have
the voltage level of 2 V, in C-dump converter, its
proper utilization significantly improves the drive
performance.

By the modified C-dump converter, the energy in the
dump capacitor is directly utilized to energize phase
windings and to maintam the dump capacitor voltage at
V. rather than 2V, Control of the dump capacitor voltage
is streamlined and replication of the phase currents is
enabled in an energy efficient C-dump converter.
Figure 3 shows the energy competent C-dump converter
topology, derived from the nconventional C-dump
converter (Tseng ef al, 2000)\The” topology could
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minimize the whole cost of the switched reluctance motor
drive. The potential ratings of the c-dump capacitor and
a few of the switching devices in the energy efficient
C-dump converter are reduced to the supply voltage (V)
level likened to twice the supply voltage (2V,) in the
conventional C-dump converter. In addition, the
converter has modest control requirements and allows
the motor phase current to freewheel during chopping
mode.

The A phase starts to magnetize together S1 and S4
on. The phase is energized from the capacitor that is
transfer to the main source until the capacitor voltage
drops to the level of supply voltage. At that time the
blocking diode becomes forward biased and the source
begins to provide for energy to the phase. The current is
maintained at the charge level by switch S1 on and off.
The phase current freewheels throughout diode D1 and
34 when S1 is “off”. The current commutates from S1 and
S4 “off” and charges the dump capacitor. Diode D5 stop
the demagnetizing current which flowed throughout the
source. While A phase is being demagnetized, B phase
can be magnetized by tum on S2. During this period, the
current through B phase is maintained at the command
value by dumping any extra energy into the capacitor.
These can be continued for the next phase also.

RESULTS AND DISCSUSSION

Without Cuk converter fed SRM drive: Figure 4 shows
the without cuk converter outputs for flux and current.

In the results torque range of the motor is reduced and the
speed range is also low. Figure 5 shows the without Cuk
onverter outputs for torque and speed. The ripple in the
motor flux is high and also the current range of the motor
is low. Without Cuk converter circuit the motor takes
0.2 sec to reach the steady state condition.

UK converter fED SRM drive: Figure 6 shows the With
cuk converter outputs for flux and cumrent. In the
results torque range of the motor is increased and the
speed range also high. The ripple in the motor flux is low
and the current range of the motor is increased. Figure 7
shows the with cuk converter outputs for torque and
speed.

With CUK converter circuit the motor takes 0.12 sec
to reach the steady state condition when compared

to the without CUK converter operation. The
acceleration in the torque is high, In the given
Simulation results the output torque ripple is

reduced when compared to the without CUK converter
circuit.

Figure 8 shows the output waveform of the speed for
switched reluctance motor using PI controller. From the
waveform it shows the desired output speed is attained
after 0.22 sec with the set point speed of 2000 rpm.
Figure 9 Shows the switched reluctance motor using fuzzy
logic controller speed output waveform. From the
graphical representation it shows that desired output
speed is attained before 0.09 sec with the set point speed
of 2000 rpm.
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Table 1 shows the various set speed and setlling

Table 1: Comparative study of set speed and settling time

time in PI controller and fuzzy logic speed Speed (RPM) PI (Settling Lime) Fuzzy controller (Seitling lime)
o y 1500 0.16 0.05
controller. From the tabulation it shows. the settling 540y 022 0.09
time of fuzzy logic controller as low compared to PI 2500 0.26 0.12
controller 3000 0.32 0.15
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CONCLUSION

In this study, a Cuk converter fed Switched
Reluctance drive has been mtroduced. The proposed
drive provides increased dnive efficiency when compared
to the drive without Cuk converter. Here, for the Cuk
converter normal PWM pulse generator is used. In future
for the Cuk converter operation SVPWM, NEURAL or
GENETIC algorithm methods will be .implemented for
improving the performance of Cuk converter with SRM
drive and also for the switched reluctance drive the space
vector modulation techmque may be implemented. Due to
the implementation of Cuk converter the speed of the
motor is increased and the torque ripple also reduced.
Bridge Cuk converter has to be replaced with Bridgeless
Cuk converter so that the power [actor is improved when
compared to the conventional converters.
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ABSTRACT

Background: Switched Reluctance Motor’s (SRMs) doubly salient structure and its high torque feature make it as to play
important role in electric vehicle industry. The good efficiency, high torque and variable speed ratio in addition to low cost, high
reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a candidate with real chances on the market of vehicle
propulsion. The main drawbacks of the SRM related to the torque ripple, acoustic noise and vibration make the research object in
R&Ds all aver the world. Objective: In this paper the objective of the work is focused on the development of an efficient design of
drive system for 8/6 switched reluctance motor based upon Direct Torque Control (DTC) using evolutionary computing technigue.
DTC is implemented through Space Vector Modulation (SVM) technique which reduces the torque ripple and provides significant
control over torque than conventional technique. Results: Evolutionary computing involves in tuning the controller parameter
through genetic algorithm. Matlab/Simulink model is constructed for the proposed scheme of switched reluctance motor drive
model and validate the work with minimization of torque ripple. Conclusion: The simulation results show that the designed PI
controller performs satisfactorily to track the reference torque with actual torque. This new technique can be implemented in real
time with low cost microcontrollers and higher simplicity.

KEYWORDS:pirect Torque Control, Space Vector Modulation, Genetic Algorithm, Switched Reluctance Motor Drive

INTRODUCTION

The policies to reduce emissions from transportation are focusing on the optimization of the efficiency of
the existing vehicles. and the electrification of the vehicles. The continuously increasing price of the permanent
magnets and the shortage of rare earths demand the finding of alternatives in several domains as hybrid and [ull
electric propulsion due to their best overall performances. The good efficiency, high torque and variable speed
ratio in addition to low cost, high reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a
candidate with real chances on the market of vehicle propulsion. The converter topology and switching
calculation because of the unipolar operation, keeping away from shoot through errors makes SRM worthwhile
in utilizations of aviation, which require high unwavering quality. Additionally it finds wide application in car
commercial ventures, direct drive machine apparatuses and so forth.

ToCite ThisArticle:T. Srihan, R. Jeyabharath, P. Veena., Evolutionary Computin?; Technique for Torque Ripple Minimization
of 8/6 Switched Reluctance Motor.Advances in Natural and Applied Sciences. 10(8); Pages: 6-14 &
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The main disadvantages of SRM are the highly nonlinear and discrete nature of torque production
mechanism. The total torque in SRM is the sum of torques generated by each of the stator phase, which are
independently controlled. When torque production mechanism is transferred from one active phase to another,
pulsations are produced leading to vibrations and acoustic noise. The nonlinear magnetization characteristics
make the control of motor really complex.

The control of SRM is the late pattern of explorationas there are complications implemented due to mutual
coupling of the motor phase and parameter variation of inductance characteristics. Previous control schemes
involve using of linear or nonlinear models. An adaptive feedback controller assuming linear magnetic circuits
was proposed in [1]. In another scheme, an analytical solution was developed for production motor voltages to
provide a smooth torque [2].

torgue (Nm)
g & 3 8

ek
=1

9 =10
current (A) 0 0 phasc angle {deprees)
Fig. 1:Measured Nonlinear Characteristics of SRM

Though linear systems were simple, they were highly inaccurate as torque and flux are both nonlinear
functions. So some schemes developed nonlinear characteristics of SR motor (Fig. 1). In [3] feedback
linearization provides compensation for the magnetic nonlinearity. Also ripples were reduced to provide smooth
torque in [4]. Some nonlinear adaptive schemes were also developed. The implementation of a nonlinear model
in real time was complex, expensive and affected by variations in saturation. To overcome all these problems,
the Direct Torque Control (DTC) was proposed which gave straightforward answer for control the motor speed
and torque and reduced torque ripple [5]. Early scheme used concept of short flux pattern that links two
separated poles of the SRM stator. However, this needed a new winding configuration, which is expensive and
inconvenient. This scheme can only be theoretically achieved, as they required bipolar currents in opposition to
unipolar currents SRM. In recent day many more intelligent controller [6] [7] [8] were developed such as fuzzy
logic controller and neural network controller in order to reduce torque ripple content in SRM drive system
which provides many excellent results and can be effectively implemented if their complexity reduces. This
paper mainly focused on implementation of genetic controller for driving SVM based DTC on SRM drive
system which provides minimum torque ripple of 0.138 Nm, which were modeled through
MATLAB/SIMULINK. This scheme reduces the complexity and gives better results of previous techniques so
that it can be effectively implemented in hardware.

SRM Drive System:

The physical look of a SRM resecmble that of other rotating motors (AC and DC) Induction Motor and DC
motor and so forth. The structure of 8/6 (8 stator and 6 rotor) SRM is uncovered in Fig. 2. It has particularly
important development. Normally number of stator and rotor poles is even number. The windings development
of the SRM are exceptionally less difficult than that of different sorts of motor. Just winding is for stator poles,
and basically twisted on it and rotor poles are unwinded. The winding of inverse poles is associated in
arrangement or in parallel making no of phases exactly half the number of stator poles. Along these lines
excitation of single phase energizes two stator poles.

Stator

Rotar

Fig. 2:Construction of 8/6 SRM
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The rotor has simple coatedwith salient pole structure without winding. The principle operation of SRM
is grounded on the tendency of an electromagnetic system to obtain a constant equilibrium position
minimizing magnetic reluctance. Whenever diametrically opposite stator poles of a SRM are excited, the
closest rotor poles are attracted, resulting in torque production. When these two rotor poles become
aligned with the two stator poles, a second pair of stator poles is excited to bring a second pair of
rotor poles into alignment. The successive movement of a 4 -phase, 8/6 SRM is shown in Fig. 3. The
synchronization of the stator phase excitation is readily accomplished with rotor position feedback.

l?-ﬂ”%! ey ::Do-ﬂ

NSV \%8\/ Nals

A ahmed Al m.clum A tnalignzd

B midway £ B alipnad = . B midway
Excyue B = Fxoie b A

¢ unsligned  — * Couudway T C aligned

D mudwary D mahgned D: nuedway

Fig. 3: Construction of 8/6 SRM

In the fully-aligned position, the phase winding inductance is maximum and the reluctance of the magnetic
circuit is minimum. Similarly in the non-aligned position, the inductance is minimum and the reluclance S is
maximum. The motor torque is expressed as given in equation 1.
1.5dL

T=35

(1)

Rotor has six poles, therefore, when rotor completes one revolution, inductance will pass through 6
maximum and 6 minimum values. The angle between the axes of two consecutive rotor poles is 60° and that of
stator poles is 45°, hence, il variation of inductance for phase2 is plotted, it will have similar variation as of
phasel, but displaced by 15°. Therefore waveforms of phase 3 and 4 will similarly be shifted with respect to
phasel waveforms by 30° and 45° respectively.

Torque ripple is characterized as the contrast between the most extreme and least quick torque
communicated as a rate of the normal torque amid steady state operation. Scientifically, Percentage Torque
ripple is communicated as given in condition (2).

Tinst(ma-‘-‘r)'TTnsl(mi") x 100 (2)
avg

WhereT},,s, is the instantaneous torque and Tg,4is the average torque.

Torque Ripple(%) =

Direct Torgue Control:

Based on field oriented control the direct torque control system works. Field Oriented Control (Vector Control)
takes after space vector hypothesis to control magnetic field introduction and direct discretion sets up an
interesting recurrence of inverter working given a particular dc link voltage and a particular stator flux level.
The working guideline of DTC is to first recognize stator voltage vectors as indicated by the contrasts between
the reference torque and the real estimations of stator flux linkage. The standards of DTC in the ac machine can
be inferred by investigating the motor equations. The stator flux linkage vector can communicaled as underneath
condition (3).

= [(v —1R)dt (3)

Different techniques have been proposed in the past to minimize torque ripple. The proposed technique is
Space vector modulation (SVM) based DTC of 4 phase 8/6 SRM by choosinganappropriate set of § space
voltage vectors. The DTC of SRM drive is simulated for consistent torque burden to walch the steady state and
transient execution of the drive. It is watched that the torque is kept up inside the set hysteresis band. This new
arrangement of space vectors demonstrates a critical change in the torque execution of DTC based SRM
contrasted with the present control technique.

On the basis of the errors calculation between the reference value and estimated values ol torque and also
flux, it is easy to directly control on the inverter states in order to decrease the torque and flug.error within the
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prefixed band limits. The DTC scheme as initially proposed is very simple; in its basic configuration. It consists
of pair of hysteresis comparator, torque and flux calculator, a lookup table, and voltage source inverter. The
configuration is much simpler than FOC system due to the absence of frame transformer, pulse width
modulator, and position encoder. The general block diagram of DTC is shown in Fig. 4. Two of the major issues
which are normally addressed in DTC drives are the variation of swilching frequency of the inverter used in the
DTC drives with operating condition and the high torque ripple.

Flux reference

Flux
Phase — "] Flux hyst i — )
currents , cantroller Laok-up Transistor
—_— Flux Flux sector sy | Gontrai
and torque Torque signals
Phase ——*| estimation Torgue —
— hysteresis [—"
voltages

controller
Torque reference |

Fig. 4: Block Diagram of DTC

It is shown that the switching frequency is highly influenced by the motor speed. The motor DTC system
comprises of three basic functions, namely: A motor model estimates the actual torque, stator flux and shaft
speed by means of measurement of two motor phase currents, the immediate circuit DC voltage on the state of
the power switched. Calculations are performed every 25 microseconds and these include corrections for
temperature and saturation effects. The parameter of the motor model is estimated by an identification run,
which made during commissioning. A two level hysteresis controller, where the torque and flux references are
compared with the actual values calculated from the motor model. The magnitude of the stator flux is normally
kept constant and the motor torque is controlled by means of the angle between the stator and rotor flux.
Optimal switching logic that translates the controller output into the appropriate commands to the power
switching devices. There are cight voltage vectors available in the two level voltage source inverter and the
optimum switching logic determines the required selection every 25 microseconds.

Space Voltage Vector for SRM:

Like the AC drives, SRM likewise characterize the comparable space vectors. The voltage space vector for
every phase is characterized on the center axis of the stator shaft in light of the fact that the flux linkage for a
current and voltage connected to the motor phase will have phasor course in accordance with the center of the
pole axis which does not require any physical change in winding topology. It is appeared in Fig. 5, every motor
phase can have three conceivable voltage states for a unidirectional current. At the stage, when both switches in
a motor phase are turned on. For this situation positive voltage is given to the motor phase. At the point when
current begins streaming one device is turned off, along these lines a zero voltage circle happens and the state
succession is given as 0. At long last, when both devices are turned off, there is no present or freewheeling
current courses through the upper diodes. For this situation negative voltage is experienced by the motor phase
and the state arrangement is characterized as negative voltage. Among the eight conceivable expresses any one
is chosen at one time so as to keep the stator flux linkage and the motor torque inside hysteresis groups.

Fig. 5: SRM Phase Voliage States

As in the conventional DTC scheme, if the stator flux linkage lies in the k-th zone. the magnitude of the
flux can be improved by the importance if switching vectors v(k+1) and v(k-1) and diminished by the presence
of vectors v(k+2) and v(k+2). Hence whenever the stator flux linkage reaches its upper limit in the hysteresis
band, it is reduced by applying voltage vectors which are directed toward the center of the flux vector space and
vice-versa.
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The motoring torque is controlled by an acceleration or deceleration of the stator flux relative to the rotor
movement. Hence, if an increase in torque is required, voltage vectors that advance the stator flux linkage in the
direction of rotation are selected. This corresponds to selection of vector v(k+1) and v(k+2) for a stator flux
linkage in the k-th zone. When the torque is to be decrease, voltage vectors are applied which decelerate the
stator flux linkage vector. This corresponds to the vectors v(k-1) and v(k-2) in the zone k. Switching table for
controlling the stator flux linkage and motor torque can be defined as shown in Table 1.

Table 1:Switching Table for DTC

Torque INCREASE INCREASE DECREASE DECREASE
Flux INCREASE DECREASE INCREASE DECREASE
Selection of Vector vik+1) v(k-1) v{k+2) v(k-2)

In order to control the flux and torque within the hysteresis bands, the instantaneous torque and stator flux
vector magnitude must be known. In the SR motor voltages in the motor are highly non-sinusoidal and thus
more effective insight may be gained by firstly finding the individual flux linkages of each phase using the
voltage.

PHASE J(+)

PHASE 4 () PHAST 2 (+)

PHASE 1 (+}

PHASE 1 (-]

PHASE 4 ()
PHASE 2(-)

G PHASE 3(-) VIR
Fig. 6: Space Voltage Vector for SRM

In this case the magnitude of the individual phase flux linkages varies with time, but the direction is always
along the stator pole axis. Torque look up table estimated previous and stored processor for adjustable Dwell
angle. Space voliage vector representation for 8/6 switched reluctance motor is shown in Fig. 6. Pseudo codes
for different voltage states were depict in Table 2.

Table 2: Pseudo Code for Voltage States

Voltage Voltage states for four phase Voltage Voltage state for four phase

vectors A B C D Vector A B C D
Vi 1 1 0 0 V5 -1 -1 0 0
V2 0 ! 1 0 V6 0 -1 -1 0
v3 0 0 1 1 V7 0 0 -1 -1
V4 -1 0 0 1 V8§ | 0 0 -1

Control switching table is used 1o select the voltage command based on the present zone of the flux linkage
that can be determined by the angle. For the first time, considering 4phase motor, vector number is four and so
combination of vector is zero with appear on rectangular plane. In real system arbitrary phase will be excited
first to detect the initial rotor position. Rotor position move to arbitrary aligned position. Therefore we solve this
problem with initial value of 45 degree on 4 phase. The orthogonal flux vector are expressed as
W, =W, — W, cos60° -y, cos60° (4)

V=V, sin 60° — vy, sin 60° (3)

The magnitude of JJ' and angle & of the equivalent flux vector is defined as

v, = "qr“z +v,? (6)

& = arctan (?) (7)

Proposed Evolutionary Computing Technique:
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The GA has discovered application in the region of the programmed tuning process for traditional and
intelligent controllers. Same exploration has been directed utilizing genetic algorithms to help on-line or logged
off control frameworks. It has basically been used as a logged off procedure for performing a guided quest for
the ideal answer for an issue. In this paper, the GA is utilized logged off controller execution to adaptively seek
through a populace of controllers and decide the part most fit to be implemented over a given sampling period.

Here in Genetic PI controller tuning, each chromosome has a genes producing as possible proportional and
integral gain values. The implementation of GA-PI control technique for Four-Phase 8/6 SRM to reduce the
torque ripple and to obtain quick torque response. The block diagram of the proposed project is shown in Fig. 7.

DC
SUPPLY

!

) Pl
GA CONTROLLER | —] COMNVERTOR @

COMPARATOR

ROTOR POSITION
SENSOR

b

Fig. 7: Block Diagram of Proposed Scheme

In this proposed model, feedback signals are the position 6 and the phase currents Lumea the position signal
is used to calculate the torque. The PI controller with signal generator is used to control turn-on angle 04, turn-
off angle O, and pulse width modulation duty cycle.

The steps for torque control are summarized as follows:

1 The current and rotor position signal of the SRM are Sampled.

2 Current error due to change are calculated.

3 Select the number of digits to represent each controller parameter Kp and Ki, choose crossover
probability (pc) and mutation probability (pm).

4 Assume an initial population of Kp and Ki gains (we make a random selection) sample time T and set
time t.

5 ProduceKp and Ki gain values for the error value and it determine the proper turn on and turn off angle
to the converter.

6 The motor torque ripples is reduced effectively by proper selection of Kpgain values. Ki gain values,
turn on and turn off angles.

These are the several steps that involve in our proposed project to minimize the torque ripple using

genetic algorithm principles.

Simulation Model:

To simulate the system a Matlab/Simulink closed loop model based upon evolutionary computing of DTC
of 8/6 SRM was constructed as in Fig. 8. The motor parameter such as torque, phase flux and position are
obtained from 4¢» SRM. The four phase flux vector is transformed on to a stationary orthogonal a — f§ reference
frame to calculate the net flux. The multiphase drives divide the controlled power on more inverter legs. The
increased phase number reduces the current stress on each switch.

e & Tormoss estieren |

Fig. 8: Simulink Modeling of Proposed Scheme
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The converter topologies selected for giving input to the Switched Reluctance motor is asymmetrical
converter. This torque ripple is a particular characteristic of the SRM and it depends mainly on the converter s
turn-on and turn-off angles. The SRM torque characteristic can be optimized by applying appropriated pre-
calculated turn-on and turn-off angles in function of the motor current and speed.

RESULTS AND DISCUSSION

For the purpose of analysis, a comparative work is done between conventional technique and evolutionary
computing based DTC of 8/6 SRM and percentage of torque ripple is compared. A DC supply voltage of 120 V
is used for the converter configuration. The torque gets controlled when comparing with previous conventional
technique. The simulation result of proposed space vector modulation based direct torque control of Switched
Reluctance Motor is shown in Fig. 9. And its maximized view is shown in Fig. 10.The FFT analysis on
conventional system and proposed schemes were shown in Fig. 11. & Fig.12. The results were obtained from
the model developed from four phase 8/6 switched reluctance motor implementing direct torque control based
upon space vector modulation technique and Genetic Algorithm were implemented for tuning of PI controller to
minimize the torque error. The torque ripple is reduced much reduced than conventional technique. Hence space
vector modulation implemented in DTC holds good control over torque response.

The simulation results show that the designed PI controller performs satisfactorily to track the reference
torque with actual torque. It is also observed that the designed PI controller completely eliminates ripples at high
speeds. The designed Pl controller is tuned through genetic algorithm which is done through effective selection
of global best and local best done through random selection. The simulation result made the quicker
convergence of PI controller by effective genetic tuning of K, and K; values than conventional system. The
comparison Table 3. for the proposed design of Direct Torque Control with Genetic P1 Controller with other
controller is made on discussing the torque ripple parameter on closed loop design.
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Fig. 10: Magnified view ol Simulation for 5 Nm.
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Fig. 12: FFT Analysis for Proposed Scheme

Table 3:Comparison Table of Torque Ripple for Different Controller

50
Feogmncy Hz)

CONTROLLER TORQUE RIPPLE (Nm) TORQUE RIPPLE (%)
Conventional Controller 0.42 Nm 21 %

Genetic PI Controller 0.22 Nm 11 %

Direct Torque control with PI controller 0.172 Nm 8.8 %

Direct Torque Control With Genetic PI Controller 0.138 Nm 6.9 % i)

Conclusion:

Direct Torque Control (DTC) for 8/6 SRM drive based upon evolutionary compuling is made through
comparing the actual torque with reference torque and generating error and then error is tuned by genetic based
Pl-controller. DTC is implemented through space vector modulation thus by effective switching of nine voltage
vector to the convertor at appropriate switching time and angle for smooth operation of motor. The quicker
convergence of PI controller is made through evolutionary computing. The results obtained from the
Matlab/Simulink model validate the proposed scheme by reducing the ripple than conventional controller. The
GA-PI Controller technique produce the quick torque response and reduced torque ripple than the individual
controllers such as PI, Neural, and Fuzzy logic controllers. By applying this technique the torque is maintained
at 23.5 Nm and the ripple is reduced to 11% where as in the conventional methods the torque is about 22%.
Hence by using this GA-PI controller the torque ripple is minimized effectively.
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ABSTRACT

Background: Switched Reluctance Motor’s (SRMs) doubly salient structure and its high torque feature make it as to play
important role in electric vehicle industry. The good efficiency, high torque and variable speed ratio in addition to low cost, high
reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a candidate with real chances on the market of vehicle
propulsion. The main drawbacks of the SRM related to the torque ripple, acoustic noise and vibration make the research object in
R&Ds all aver the world. Objective: In this paper the objective of the work is focused on the development of an efficient design of
drive system for 8/6 switched reluctance motor based upon Direct Torque Control (DTC) using evolutionary computing technigue.
DTC is implemented through Space Vector Modulation (SVM) technique which reduces the torque ripple and provides significant
control over torque than conventional technique. Results: Evolutionary computing involves in tuning the controller parameter
through genetic algorithm. Matlab/Simulink model is constructed for the proposed scheme of switched reluctance motor drive
model and validate the work with minimization of torque ripple. Conclusion: The simulation results show that the designed PI
controller performs satisfactorily to track the reference torque with actual torque. This new technique can be implemented in real
time with low cost microcontrollers and higher simplicity.

KEYWORDS:pirect Torque Control, Space Vector Modulation, Genetic Algorithm, Switched Reluctance Motor Drive

INTRODUCTION

The policies to reduce emissions from transportation are focusing on the optimization of the efficiency of
the existing vehicles. and the electrification of the vehicles. The continuously increasing price of the permanent
magnets and the shortage of rare earths demand the finding of alternatives in several domains as hybrid and [ull
electric propulsion due to their best overall performances. The good efficiency, high torque and variable speed
ratio in addition to low cost, high reliability and fault-tolerance make the Switched Reluctance Motor (SRM) a
candidate with real chances on the market of vehicle propulsion. The converter topology and switching
calculation because of the unipolar operation, keeping away from shoot through errors makes SRM worthwhile
in utilizations of aviation, which require high unwavering quality. Additionally it finds wide application in car
commercial ventures, direct drive machine apparatuses and so forth.

ToCite ThisArticle:T. Srihan, R. Jeyabharath, P. Veena., Evolutionary Computin?; Technique for Torque Ripple Minimization
of 8/6 Switched Reluctance Motor.Advances in Natural and Applied Sciences. 10(8); Pages: 6-14 &

P aeiPALL

K S. i, R
i NATS

NG EERE?‘[‘\; r-‘.'.\','.‘.-r
?:NOIINF 5 R. K,ff\'!-.'\.".'.
T\R‘JCH‘E
NP.M!\KKP\L

NGODE-63

M AGAR,

7 215,

Dt TANIL NADU



I Srihari et al, 2016/Advances in Natural and Applied Sciences. 10(8) June2016, Pages: 6-14

Elbuluk, M.E., T. liu and L. Husain, 2002. 'Neural-network-based model reference adaptive systems for
high-performance motor drives and motion controls’, [EEE Trans. Ind. Applicat.. 38: 879-886.
http://dx.doi.org/10.1109/T1A.2002.1003444

Hassan-Halleh, Meisam-Rahmani and Bahram-Kimiaghalam, 2008. 'Direct Torque Control of Induction
Motors with Fuzzy Logic Controller' International Conference on Control, Automation and Systems, 14-17:
345-350. http://dx.doi.org/10.1109/ICCAS.2008.4694669

Soliman,H.F.E. and M.E. Elbuluk, 2007. "Direct Torque Control of a Three Phase Induction Motor Using a
Hybrid PI/Fuzzy Controller," Industry Applications Conference, 2007. 42nd IAS Annual Meeting.
Conference  Record of the 2007 [IEEE, New Orleans, LA, pp:  1681-1685
http://dx.doi.org/10.1109/071as.2007.258

PRINCIPAL,

K.S. R INSTITUTE FOR
ENGINEERIMNG ANT TECH
K. S. R Kailvi NAGAR.
TIRUCHENGOLE 827 115

NAMAARAL L Lendic Wi,

NCLOGY,



7 T. Srihari et af, 2016/Advances in Natural and Applied Sciences. 10(8) June2016, Pages: 6-14

The main disadvantages of SRM are the highly nonlinear and discrete nature of torque production
mechanism. The total torque in SRM is the sum of torques generated by each of the stator phase, which are
independently controlled. When torque production mechanism is transferred from one active phase to another,
pulsations are produced leading to vibrations and acoustic noise. The nonlinear magnetization characteristics
make the control of motor really complex.

The control of SRM is the late pattern of explorationas there are complications implemented due to mutual
coupling of the motor phase and parameter variation of inductance characteristics. Previous control schemes
involve using of linear or nonlinear models. An adaptive feedback controller assuming linear magnetic circuits
was proposed in [1]. In another scheme, an analytical solution was developed for production motor voltages to
provide a smooth torque [2].

torgue (Nm)
g & 3 8

ek
=1

9 =10
current (A) 0 0 phasc angle {deprees)
Fig. 1:Measured Nonlinear Characteristics of SRM

Though linear systems were simple, they were highly inaccurate as torque and flux are both nonlinear
functions. So some schemes developed nonlinear characteristics of SR motor (Fig. 1). In [3] feedback
linearization provides compensation for the magnetic nonlinearity. Also ripples were reduced to provide smooth
torque in [4]. Some nonlinear adaptive schemes were also developed. The implementation of a nonlinear model
in real time was complex, expensive and affected by variations in saturation. To overcome all these problems,
the Direct Torque Control (DTC) was proposed which gave straightforward answer for control the motor speed
and torque and reduced torque ripple [5]. Early scheme used concept of short flux pattern that links two
separated poles of the SRM stator. However, this needed a new winding configuration, which is expensive and
inconvenient. This scheme can only be theoretically achieved, as they required bipolar currents in opposition to
unipolar currents SRM. In recent day many more intelligent controller [6] [7] [8] were developed such as fuzzy
logic controller and neural network controller in order to reduce torque ripple content in SRM drive system
which provides many excellent results and can be effectively implemented if their complexity reduces. This
paper mainly focused on implementation of genetic controller for driving SVM based DTC on SRM drive
system which provides minimum torque ripple of 0.138 Nm, which were modeled through
MATLAB/SIMULINK. This scheme reduces the complexity and gives better results of previous techniques so
that it can be effectively implemented in hardware.

SRM Drive System:

The physical look of a SRM resecmble that of other rotating motors (AC and DC) Induction Motor and DC
motor and so forth. The structure of 8/6 (8 stator and 6 rotor) SRM is uncovered in Fig. 2. It has particularly
important development. Normally number of stator and rotor poles is even number. The windings development
of the SRM are exceptionally less difficult than that of different sorts of motor. Just winding is for stator poles,
and basically twisted on it and rotor poles are unwinded. The winding of inverse poles is associated in
arrangement or in parallel making no of phases exactly half the number of stator poles. Along these lines
excitation of single phase energizes two stator poles.

Stator

Rotar

Fig. 2:Construction of 8/6 SRM

K. 5. R. RALVI nr_-.GAR.5
o s \ .“ _-'_\_ H'l
ﬁ‘iRUGhEruuor_‘-c Udirjh, ;
N!‘ahﬁAk‘.‘r-’.&L D, TANIL N

cnGINEERIN

l:'_



8 T. Srihari et al, 2016/ Advances in Natural and Applied Sciences, 10(8) June2016, Pages: 6-14

The rotor has simple coatedwith salient pole structure without winding. The principle operation of SRM
is grounded on the tendency of an electromagnetic system to obtain a constant equilibrium position
minimizing magnetic reluctance. Whenever diametrically opposite stator poles of a SRM are excited, the
closest rotor poles are attracted, resulting in torque production. When these two rotor poles become
aligned with the two stator poles, a second pair of stator poles is excited to bring a second pair of
rotor poles into alignment. The successive movement of a 4 -phase, 8/6 SRM is shown in Fig. 3. The
synchronization of the stator phase excitation is readily accomplished with rotor position feedback.

l?-ﬂ”%! ey ::Do-ﬂ

NSV \%8\/ Nals
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B midway £ B alipnad = . B midway
Excyue B = Fxoie b A
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D mudwary D mahgned D: nuedway

Fig. 3: Construction of 8/6 SRM

In the fully-aligned position, the phase winding inductance is maximum and the reluctance of the magnetic
circuit is minimum. Similarly in the non-aligned position, the inductance is minimum and the reluclance S is
maximum. The motor torque is expressed as given in equation 1.
1.5dL

T=35

(1)

Rotor has six poles, therefore, when rotor completes one revolution, inductance will pass through 6
maximum and 6 minimum values. The angle between the axes of two consecutive rotor poles is 60° and that of
stator poles is 45°, hence, il variation of inductance for phase2 is plotted, it will have similar variation as of
phasel, but displaced by 15°. Therefore waveforms of phase 3 and 4 will similarly be shifted with respect to
phasel waveforms by 30° and 45° respectively.

Torque ripple is characterized as the contrast between the most extreme and least quick torque
communicated as a rate of the normal torque amid steady state operation. Scientifically, Percentage Torque
ripple is communicated as given in condition (2).

Tinst(ma-‘-‘r)'TTnsl(mi") x 100 (2)
avg

WhereT},,s, is the instantaneous torque and Tg,4is the average torque.

Torque Ripple(%) =

Direct Torgue Control:

Based on field oriented control the direct torque control system works. Field Oriented Control (Vector Control)
takes after space vector hypothesis to control magnetic field introduction and direct discretion sets up an
interesting recurrence of inverter working given a particular dc link voltage and a particular stator flux level.
The working guideline of DTC is to first recognize stator voltage vectors as indicated by the contrasts between
the reference torque and the real estimations of stator flux linkage. The standards of DTC in the ac machine can
be inferred by investigating the motor equations. The stator flux linkage vector can communicaled as underneath
condition (3).

= [(v —1R)dt (3)

Different techniques have been proposed in the past to minimize torque ripple. The proposed technique is
Space vector modulation (SVM) based DTC of 4 phase 8/6 SRM by choosinganappropriate set of § space
voltage vectors. The DTC of SRM drive is simulated for consistent torque burden to walch the steady state and
transient execution of the drive. It is watched that the torque is kept up inside the set hysteresis band. This new
arrangement of space vectors demonstrates a critical change in the torque execution of DTC based SRM
contrasted with the present control technique.

On the basis of the errors calculation between the reference value and estimated values ol torque and also
flux, it is easy to directly control on the inverter states in order to decrease the torque and flug.error within the
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prefixed band limits. The DTC scheme as initially proposed is very simple; in its basic configuration. It consists
of pair of hysteresis comparator, torque and flux calculator, a lookup table, and voltage source inverter. The
configuration is much simpler than FOC system due to the absence of frame transformer, pulse width
modulator, and position encoder. The general block diagram of DTC is shown in Fig. 4. Two of the major issues
which are normally addressed in DTC drives are the variation of swilching frequency of the inverter used in the
DTC drives with operating condition and the high torque ripple.

Flux reference

Flux
Phase — "] Flux hyst i — )
currents , cantroller Laok-up Transistor
—_— Flux Flux sector sy | Gontrai
and torque Torque signals
Phase ——*| estimation Torgue —
— hysteresis [—"
voltages

controller
Torque reference |

Fig. 4: Block Diagram of DTC

It is shown that the switching frequency is highly influenced by the motor speed. The motor DTC system
comprises of three basic functions, namely: A motor model estimates the actual torque, stator flux and shaft
speed by means of measurement of two motor phase currents, the immediate circuit DC voltage on the state of
the power switched. Calculations are performed every 25 microseconds and these include corrections for
temperature and saturation effects. The parameter of the motor model is estimated by an identification run,
which made during commissioning. A two level hysteresis controller, where the torque and flux references are
compared with the actual values calculated from the motor model. The magnitude of the stator flux is normally
kept constant and the motor torque is controlled by means of the angle between the stator and rotor flux.
Optimal switching logic that translates the controller output into the appropriate commands to the power
switching devices. There are cight voltage vectors available in the two level voltage source inverter and the
optimum switching logic determines the required selection every 25 microseconds.

Space Voltage Vector for SRM:

Like the AC drives, SRM likewise characterize the comparable space vectors. The voltage space vector for
every phase is characterized on the center axis of the stator shaft in light of the fact that the flux linkage for a
current and voltage connected to the motor phase will have phasor course in accordance with the center of the
pole axis which does not require any physical change in winding topology. It is appeared in Fig. 5, every motor
phase can have three conceivable voltage states for a unidirectional current. At the stage, when both switches in
a motor phase are turned on. For this situation positive voltage is given to the motor phase. At the point when
current begins streaming one device is turned off, along these lines a zero voltage circle happens and the state
succession is given as 0. At long last, when both devices are turned off, there is no present or freewheeling
current courses through the upper diodes. For this situation negative voltage is experienced by the motor phase
and the state arrangement is characterized as negative voltage. Among the eight conceivable expresses any one
is chosen at one time so as to keep the stator flux linkage and the motor torque inside hysteresis groups.

Fig. 5: SRM Phase Voliage States

As in the conventional DTC scheme, if the stator flux linkage lies in the k-th zone. the magnitude of the
flux can be improved by the importance if switching vectors v(k+1) and v(k-1) and diminished by the presence
of vectors v(k+2) and v(k+2). Hence whenever the stator flux linkage reaches its upper limit in the hysteresis
band, it is reduced by applying voltage vectors which are directed toward the center of the flux vector space and
vice-versa.
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The motoring torque is controlled by an acceleration or deceleration of the stator flux relative to the rotor
movement. Hence, if an increase in torque is required, voltage vectors that advance the stator flux linkage in the
direction of rotation are selected. This corresponds to selection of vector v(k+1) and v(k+2) for a stator flux
linkage in the k-th zone. When the torque is to be decrease, voltage vectors are applied which decelerate the
stator flux linkage vector. This corresponds to the vectors v(k-1) and v(k-2) in the zone k. Switching table for
controlling the stator flux linkage and motor torque can be defined as shown in Table 1.

Table 1:Switching Table for DTC

Torque INCREASE INCREASE DECREASE DECREASE
Flux INCREASE DECREASE INCREASE DECREASE
Selection of Vector vik+1) v(k-1) v{k+2) v(k-2)

In order to control the flux and torque within the hysteresis bands, the instantaneous torque and stator flux
vector magnitude must be known. In the SR motor voltages in the motor are highly non-sinusoidal and thus
more effective insight may be gained by firstly finding the individual flux linkages of each phase using the
voltage.

PHASE J(+)

PHASE 4 () PHAST 2 (+)

PHASE 1 (+}

PHASE 1 (-]

PHASE 4 ()
PHASE 2(-)

G PHASE 3(-) VIR
Fig. 6: Space Voltage Vector for SRM

In this case the magnitude of the individual phase flux linkages varies with time, but the direction is always
along the stator pole axis. Torque look up table estimated previous and stored processor for adjustable Dwell
angle. Space voliage vector representation for 8/6 switched reluctance motor is shown in Fig. 6. Pseudo codes
for different voltage states were depict in Table 2.

Table 2: Pseudo Code for Voltage States

Voltage Voltage states for four phase Voltage Voltage state for four phase

vectors A B C D Vector A B C D
Vi 1 1 0 0 V5 -1 -1 0 0
V2 0 ! 1 0 V6 0 -1 -1 0
v3 0 0 1 1 V7 0 0 -1 -1
V4 -1 0 0 1 V8§ | 0 0 -1

Control switching table is used 1o select the voltage command based on the present zone of the flux linkage
that can be determined by the angle. For the first time, considering 4phase motor, vector number is four and so
combination of vector is zero with appear on rectangular plane. In real system arbitrary phase will be excited
first to detect the initial rotor position. Rotor position move to arbitrary aligned position. Therefore we solve this
problem with initial value of 45 degree on 4 phase. The orthogonal flux vector are expressed as
W, =W, — W, cos60° -y, cos60° (4)

V=V, sin 60° — vy, sin 60° (3)

The magnitude of JJ' and angle & of the equivalent flux vector is defined as

v, = "qr“z +v,? (6)

& = arctan (?) (7)

Proposed Evolutionary Computing Technique:

PRINCIPAL.

K & R.INSTITUTE FOR
ENGINEERING AND TECHNOLOGY,
K. S. R KALYI NAGAR,
TIRUCHENGUDRE-837 215,
NAMAKKAL Dt TAMIL NADU.



11 T. Srihari et ol, 2016/Advances in Natural and Applied Sciences. 10(8) June2016, Pages: 6-14

The GA has discovered application in the region of the programmed tuning process for traditional and
intelligent controllers. Same exploration has been directed utilizing genetic algorithms to help on-line or logged
off control frameworks. It has basically been used as a logged off procedure for performing a guided quest for
the ideal answer for an issue. In this paper, the GA is utilized logged off controller execution to adaptively seek
through a populace of controllers and decide the part most fit to be implemented over a given sampling period.

Here in Genetic PI controller tuning, each chromosome has a genes producing as possible proportional and
integral gain values. The implementation of GA-PI control technique for Four-Phase 8/6 SRM to reduce the
torque ripple and to obtain quick torque response. The block diagram of the proposed project is shown in Fig. 7.

DC
SUPPLY

!

) Pl
GA CONTROLLER | —] COMNVERTOR @

COMPARATOR

ROTOR POSITION
SENSOR

b

Fig. 7: Block Diagram of Proposed Scheme

In this proposed model, feedback signals are the position 6 and the phase currents Lumea the position signal
is used to calculate the torque. The PI controller with signal generator is used to control turn-on angle 04, turn-
off angle O, and pulse width modulation duty cycle.

The steps for torque control are summarized as follows:

1 The current and rotor position signal of the SRM are Sampled.

2 Current error due to change are calculated.

3 Select the number of digits to represent each controller parameter Kp and Ki, choose crossover
probability (pc) and mutation probability (pm).

4 Assume an initial population of Kp and Ki gains (we make a random selection) sample time T and set
time t.

5 ProduceKp and Ki gain values for the error value and it determine the proper turn on and turn off angle
to the converter.

6 The motor torque ripples is reduced effectively by proper selection of Kpgain values. Ki gain values,
turn on and turn off angles.

These are the several steps that involve in our proposed project to minimize the torque ripple using

genetic algorithm principles.

Simulation Model:

To simulate the system a Matlab/Simulink closed loop model based upon evolutionary computing of DTC
of 8/6 SRM was constructed as in Fig. 8. The motor parameter such as torque, phase flux and position are
obtained from 4¢» SRM. The four phase flux vector is transformed on to a stationary orthogonal a — f§ reference
frame to calculate the net flux. The multiphase drives divide the controlled power on more inverter legs. The
increased phase number reduces the current stress on each switch.

e & Tormoss estieren |

Fig. 8: Simulink Modeling of Proposed Scheme
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The converter topologies selected for giving input to the Switched Reluctance motor is asymmetrical
converter. This torque ripple is a particular characteristic of the SRM and it depends mainly on the converter s
turn-on and turn-off angles. The SRM torque characteristic can be optimized by applying appropriated pre-
calculated turn-on and turn-off angles in function of the motor current and speed.

RESULTS AND DISCUSSION

For the purpose of analysis, a comparative work is done between conventional technique and evolutionary
computing based DTC of 8/6 SRM and percentage of torque ripple is compared. A DC supply voltage of 120 V
is used for the converter configuration. The torque gets controlled when comparing with previous conventional
technique. The simulation result of proposed space vector modulation based direct torque control of Switched
Reluctance Motor is shown in Fig. 9. And its maximized view is shown in Fig. 10.The FFT analysis on
conventional system and proposed schemes were shown in Fig. 11. & Fig.12. The results were obtained from
the model developed from four phase 8/6 switched reluctance motor implementing direct torque control based
upon space vector modulation technique and Genetic Algorithm were implemented for tuning of PI controller to
minimize the torque error. The torque ripple is reduced much reduced than conventional technique. Hence space
vector modulation implemented in DTC holds good control over torque response.

The simulation results show that the designed PI controller performs satisfactorily to track the reference
torque with actual torque. It is also observed that the designed PI controller completely eliminates ripples at high
speeds. The designed Pl controller is tuned through genetic algorithm which is done through effective selection
of global best and local best done through random selection. The simulation result made the quicker
convergence of PI controller by effective genetic tuning of K, and K; values than conventional system. The
comparison Table 3. for the proposed design of Direct Torque Control with Genetic P1 Controller with other
controller is made on discussing the torque ripple parameter on closed loop design.
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Fig. 10: Magnified view ol Simulation for 5 Nm.
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Fig. 11: FFT Analysis for Conventional System
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Fig. 12: FFT Analysis for Proposed Scheme

Table 3:Comparison Table of Torque Ripple for Different Controller

50
Feogmncy Hz)

CONTROLLER TORQUE RIPPLE (Nm) TORQUE RIPPLE (%)
Conventional Controller 0.42 Nm 21 %

Genetic PI Controller 0.22 Nm 11 %

Direct Torque control with PI controller 0.172 Nm 8.8 %

Direct Torque Control With Genetic PI Controller 0.138 Nm 6.9 % i)

Conclusion:

Direct Torque Control (DTC) for 8/6 SRM drive based upon evolutionary compuling is made through
comparing the actual torque with reference torque and generating error and then error is tuned by genetic based
Pl-controller. DTC is implemented through space vector modulation thus by effective switching of nine voltage
vector to the convertor at appropriate switching time and angle for smooth operation of motor. The quicker
convergence of PI controller is made through evolutionary computing. The results obtained from the
Matlab/Simulink model validate the proposed scheme by reducing the ripple than conventional controller. The
GA-PI Controller technique produce the quick torque response and reduced torque ripple than the individual
controllers such as PI, Neural, and Fuzzy logic controllers. By applying this technique the torque is maintained
at 23.5 Nm and the ripple is reduced to 11% where as in the conventional methods the torque is about 22%.
Hence by using this GA-PI controller the torque ripple is minimized effectively.
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Abstract: A closed loop speed regulation estimation of Switched Reluctance (SR) Motor with Fuzzy Tuned
Artificial Neural Network (FT-ANN) Controller has been simulated and presented in this paper. The FT-ANN
has been used for the closed loop controller and the speed regulation of the SR motor has been estimated with
Fuzzy Logic Controller (FLC) and FT_ANN. The comparative results are presents for both static and dynamic
conditions. The mathematical model of the SR motor has been developed for steady state stability analysis and
simulated using MATLAB. The Harmonic Spectrum (FFT) and steady state error for various speed and load
condition have been obtained to validate the role of FT-ANN contreller. The FT-ANN based system is expected
to give better speed regulation for various load conditions. A prototype 300-W, 50Hz model is designed and
built for experimental demonstrations; the transient and steady-state performances for the SR motor are
compared from the simulation studies. The result of MATLAB simulation and execution it is clear that the

FT-ANN can have better controller compared with Fuzzy Logic Controller (FLC).

Key words: Switched Reluctance Motor -
analysis - PWM Inverter

Artificial Neural Network - Fuzzy Logic Controller - Stability

INTRODUCTION

The design and developed of SR motor have been
focused for variable speed applications with high power
density in the recent past. It has been found that these
types of special motor have several advantages such as
simplicity, less maintenance, robustness, higher torque
volume ratio, high starting torque, high efficiency, low
manufacturing cost and high speed. The SR muotor is
highly nonlinear and it operates to steady state region to
maximum torque region. This type of special motor having
a torque is nonlinear function of rotor position and
current. The many researchers has been experimentally
demonstrated and reported related to SR motor to solve
above problems using different controllers.

Hany M et al. [1] have developed the torque ripple
minimization of the SR motor with digital controller. The
model of SR motor has been presented with torque
equation. There is no analysis of the performance of the
motor. The speed control of the switched reluctance

generator with artificial neural network controller has been
presented in. The performance of the generator has been
analyzed with variable speed turbine connected in grid.
Kioskeridis er al. [2] have demonstrated the single pulse
controlled SR motor with high efficiency. This control
technique is more complicate compare to FT-ANN
controller. The dynamic and steady state performance of
the motor was not presented.

Yana Zhou et al. [3] have developed the torque ripple
minimization of the SR motor with sensor less controller
using neural network. The neural network structural
design was not present. The speed variation with load
changes was not present. The speed controller of the SR
motor has been developed and presented with adaptive
neural network controller in. The dynamic behavior of the
motor has been presented. The load disturbance of the
motor has been presented with controller performance.
Here there is no analysis of the steady state and stability
of the motor. Any M ef al. [4] have demonstrated the
speed control of SR motor with adaptive neuro-fuzzy
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controller. The performance of the controller has been
described. The analysis of the controller design and
dynamic performance of the motor were not present. The
stability analysis of the SR motor with fuzzy sliding mode
controller was presented in.The speed regulation and load
disturbance of the motor performance were not present.
The different type of power converter fed SR motor is
presented with pulse with modulation technique. The
performance of the converter was found for better speed
regulation.

P.Kavitha et al. [5] have demonstrated the R dumped
converter fed SR motor with fuzzy controller.
The experimental result of the SR motor was not present.
The design procedure of the motor and converter was not
present. The performance of the motor speed regulation
was present. Gamal M. Hashem et al. [6] have described
the fuzzy controller for SR motor. The speed regulation of
the motor has been presented. The dynamic and transient
performance of the motor was not present. M. A. A.
Morsy et al. [7] have described the speed regulation of
the SR motor with fuzzy sliding mode controller. The
variable structural control has been developed and
presented with comparison of fuzzy sliding mode
controller. The static and dynamic analysis of the SR
motor was not present.

It is concluded from the literatures that the speed
regulation against load and supply voltage fluctuation
have important role in the design of high speed drives.
The FT-ANN controller is expected to have the speed
regulation, high efficiency and better performance in
the time of load disturbance. Considering the above
facts in view, the FT-ANN controller based SR motor
has been designed and the performance is analyzed
for estimating various responses. The state space
analysis isused for the stability analysis of the motor.

The state space equation has been derived from motor
model and simulated using MATLAN/Simulink. The FFT
analysis of the motor has been present.

Proposed FT-ANN Controller based SR Motor with State
Space Analysis: The block diagram of the FT-ANN
controller based switch reluctance motor is shown in
fig.1. The first stage three phase AC voltages are
converting in to DC voltage V, by using rectifier circuit.
The Second stage the inverter is converts in to three
phase ac voltage i, i, i... The motor speed measured by
sensor and the signal is given to the error detector unit.
A tacho generator (pulse type) is used for sensing the
speed. This sensing speed is considered for feedback of
the controller. Error detector is used to compare the
reference speed and actual speed. The difference error
speed is calculated and to generate the error signal which
is given to controller block. The Fuzzy tuned Artificial
Neural Network Controller gives control signal to the
inverter according to the error signal. The speed of the
motor is controlled by the inverter through proper
excitation of their corresponding windings [8-10].

The FT-ANN controller has been used as two
feedback loops. One is outer speed control loop and
second one is inner current control loop. The current
control  loop is used to control the PWM pluses
whenever the motor current reached to the maximum
value. The speed control loop, the actual speed N is
sensed by tacho generator and given to the crror
detector, the set speed N, also given to the error
detector and the error signal e is obtained by comparing
the set speed N, with the actual speed N. The (Ae)
change in error is procured from the (e) present error
and pervious error (€yuew.)- The (€) error and (Ae) change
in error are set as inputs to the FT-ANN controller.

S | e i i
W= Ve | i Y s
v — . Rectifier = Inverter - Motor)
_ | [
R | sensor ,’;’ -
- ]
Controling |, M
Singnals
——
1
K '—‘*_ __{f .. FT-ANN
Mg S Wi Controller
Fig. 1: Block Diagram of the FT-ANN controller based SR motor
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Fig. 2: Structure of Classical Inverter circuit for SR motor
R f(t) » The applied voltage to a phase is equal to the sum of
'\-'\fli" Il\_: }6 6| the resis_tive voltage drop and the rate of the flux linkages
7L . and is given as:

A q V(8 =R 1L(t] = Vi, (1) (1)
(i‘.r - ) '
p I e Sl I
lk\_h_./ p v (8 deil 2. 2)

Fig. 3: Equivalent circuit of Single phase SR motor gl o= %5 ar (3)

The output of the controller is PWM Signal. The change
in PWM Signal AP is given to the inverter and the
controller is calculated from the new PWM Signal P(k) and
previous PWM Signal p(k-1). The input and output gain
of the controller can be estimated by simulation. To obtain
the error value is zero by changing the pulse signal which Where N is the speed of the motor

is given to the inverter [11]. The schematic diagram of the

proposed system is shown in fig.2. For 3 phase SR motors Equ.3 can be expanded as follows

Mathematical Modeling of the SR motor with Sate Space VL (#) =
Analysis: The SR motor is a highly non-linear system, the h
non-linear system describing the behavior of the motor is

developed. A mathematical model can be created based A (t) = R...1.(
on this construction. The SR motor electromagnetic circuit

is characterized by non-linear magnetization. The torque

generated by the motor phase is a function of the Ve (t) =
magnetic flux; therefore, the phase torque is not constant

for a constant phase current for different motor positions.

This creates torque ripple and noise in the SR motor. The The torque gencrated by one phase can be expressed as
model is based on the electrical diagram of the motor,

incorporating phase resistance and phase inductance. T = |'5 ;
The diagram for one phase is shown in fig.3 [11-17].

(8)
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The mathematical model of an SR motor is

represented by a system of equations, describing the

conversion of electromechanical energy. Power
associated with change in stored energy is=— }
9)

Where ., = 32

The motor Power can be converted into mechanical
P, the developed power equation is

~F

B =Pt
o ad (10)

The SR motor Torque developed equation as

i AL N-m (1

The SR motor system model using state space
technique can be obtained assuming there is no magnetic
saturation, losses and mutual inductance. By using the
above basic torque and power equation the vector
space equation for the motor can be developed and is
given by [11].

= _1"(O)K.w+ L)Y, (12)
T B _ 24 (13)
w = :::—

(14)

The SR motor reference speed (w’) and actual speed
(w) taken as a state variables, the state space equation of
the motor as

6 egye B F B (16)

By taking the inverse Laplace transform from the
equation (15 and 16) we get the state space equation of
the SR motor is

2

(=00 2)C-() an

velo & 1) (18)

These state equations can be used to analysis the
stability of the system furthermore the equation can be
used to estimate the value of parasitic elements.

RESULTS AND DISCUSSIONS

Design of Fuzzy Logic Controller: The Fuzzy Logic
Controller (FLC) provides an adaptive control for
improved system performance [13]. FLC is intended to
give solution for controlling the non-linear processes
and to handle ambiguous and uncertain situations. The
performance of the Controller is developed with
MATLAB/Simulink in terms of speed and load
variation. The FLC have three stages namely Fuzzification,
Rule-Base and Defuzzification. The fuzzy control is
developed using input membership functions for error ‘e’
and change in error ‘Ae’ and the output membership
function for ‘Au’ the duty ratio of inverter. The output of
the fuzzy control algorithm is the change in PWM Signal
[6d(c)]. The PWM Signald («), at the o™ sampling time, is
determined by adding the previous PWM Signal [d (« -1)]
to the calculated change in PWM Signal:

d (o) =d (e -1) +06d ()

The fuzzy rule variables error ‘e’, change in eror 'Ae’
and output *Au’ are described by triangular membership
functions. The graphical diagram of triangular membership
function is shown in fig.4. Seven triangular membership
functions are taken for creating the rules. Table 1 present
the fuzzy rules. Fuzzy memberships NB, NM,NS, Z, PS,
PM,PB are defined as negative big, negative medium,
negative small, zero, positive small, positive mgdium and

L Sw=w (15)  positive big.
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Fig. 4: Fuzzy Membership Function
Table 1: Fuzzy Rules
NB NM NS Z PS PM PB
NB NB NB NB NB NS PS Z
NM NB NM NM NS NS Z NS
NS NB NM NB NS Z NS Ps
Z NB NS NS Z Ps NM PB
PS NS NS 7 PS PB NM PB
PM NS Z Ps rB PB NM PB

PB Z NS PS rB PB PB B

Design of Fuzzy Tuned Artificial Neural Network
(FT-ANN) Controller: The FT- ANN based control of SR
motor is described in reference [9, 12]. Before analyses the
results are not attain the prescribed solution, it’s desired
to be improved further. The performance of SR motor to
be improved using the Fuzzy Tuned Artificial Neural
Network based controller (FT-ANN). The FLC data is
used to design the Artificial Neural Network algorithm
(ANN). The proposed controller is working properly due
to its well trained algorithm and also it minimize the
computational time. The FT-ANN is designed with a small
number of neurons and single hidden layer. The feed
forward neural network is developed with double neurons
in the input layer, thrice in the hidden layer and single in
the output layer. The two inputs are taken as error e (&)
and change in error Ae(a), these inputs are developed and
biased properly. From the FLC the network is designed
and trained with the set of inputs and desired outputs.

Etrer

Chanzz 1n
*\ WAL Biznal

Chanzzin
Esror 35 g3

Cutput Layer

Hidden Laver

Fig. 5: Configuration of trained Neural Network

A feed forward back propagation neural network-training
algorithm is used and it is trained with minimum error.
The output of the network is change in PWM Signal
Ad(c.). The FT-ANN is designed and trained with the error
goal value of 0.00596325 at 11 epochs. The complete
configuration of the trained network with the weights and
bias is shown in figure 5.

The proposed FT-ANN system is simulated using
MATLAB software. The simulink model of SR motor is
developed with FT-ANN as given in figure 6. The set
reference speed and motor actual speed is taken as input.
The error and change in error are calculated and then
given as input to the FT-ANN. The output of the PWM
pulse signal is given as input to the PWM generator of
the inverter.

The 100Hz of switching frequency is produced from
the PWM unit. Then the current controller receives the
pulse signal from the PWM unit. The reference current is
equal to the motor current then the current controller
permit the PWM signal. The PWM pulse signal is given
to the main inverter circuit then the change output voltage
changes from variable voltage to fixed voltage. Then the
speed of the motor runs with the reference speed. The FT-
ANN controller model is shown in fig.7.

Simulation Results of the Proposed System:
The simulation of the proposed system is carried out
using MATLAB/Simulink software. The FT-ANN
controller is used as a closed loop for the SR motor
performance estimation. The speed control of the motor
has been carried out using fuzzy logic controller and fuzzy
tuned artificial neural network controller. The variation of
the speed is shown in below fig.8 the expended view also
presented. The output of the speed flow the reference
with better accuracy, showing a better tracking
performance of the controller. Its shows that the FT-ANN
controller is settling time and percentage overshoot is
very less compare to other congroller.
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Fig. 7: Simulink Model of FT-ANN Controller
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Fig. 8: SR motor Speed (a) using FLC (b) using FT-ANN controller
The maximum overshoot and percentage error is shows that the steady state error is near equal to
very small and it tends to zero as shown in fig.8 (b)  0.00Isec. It is clear that the FT-ANN controller

the rise time and settling is near to 0.01 sec its very
less compare to FLC. The expended view diagram

eliminating the rise time, overshoot
harmonics.

nd suppers the
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Table 2: Comparative analysis of transient and steady state performance for different controllers
Controller % Overshoot Rise time in Sec Steady slaie error Settling Time in Sec. THD in %
FLC 036 0.85 0.04 1 8.25
FT-ANN nil 0.52 0.001 0.68 6.8

The FFT analysis of the SR motor for the output
voltage as shown fig.9. The Total Harmonics distraction
(THD) is calculated from the inverter side. It’s found from
the above FFT analysis clearly shows that the controller
tracking performance is good and THD values are less
compared to fuzzy controller. The developed torque
performance of the SR motor as shown in fig.10 (a) and
the phase current of the motor are present in fig. 10(b)

The performance of the controller response for SR
motor speed control has been estimated and provided in
table.2. It is seen that the FLC/FT-ANN closed loop

controllers give the better settling time. This ensures that
the controller provide the effective feedback. It is
concluded from the above table 2 the FT-ANN controller
has improved the transient and dynamic performance of
the SR motor. The harmonics spectrum analysis of the
motor speed can be estimated and provided in table.2.

In further to analysis the performance of the SR motor
controller the simulation is carried out different set speed
changes it is shown in fig.11 and 12 respectively. The set
speed changes from 500 rpm to 1000 rpm and 1000 rpm to
1600 rpm. The fuzzy controller shaws a comparatively
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Fig. 12: Speed control from 500 RPM to 1000 RPM, 1000 RPM to 1600 RPM at 4 Sec and 8sec respectively

Table 3; Transient response of the controllers in with reference speed changes

Change in speed from

Change in speed from

Change in speed from

0 1o 500 RPM 500 1o 1000 RPM 1000 1o 1600 RPM

% over Seittling % over Settling % over Settling
Controllers Shoot lime in Sec. Shoot time in Sec. Shoot time in Sec.
FLC 0.2 0.35 0.29 0.295 0.3 0.39
FT-ANN 0.001 0.15 0.001 018 0.001 0.19

maximum percentage overshoot and more time to settle,
there is no steady-state error as shown in fig.11. It's
clearly found that the FT-ANN controller gives the least
amount of overshoot and zero steady state error and the
rise time and settling time is near to 0.001 as shown in
fig.12.

From the above figure we found that the transient
and dynamic performance is more in fuzzy logic controller
due to more oscillation and its very minimum in FT-ANN
controller. While the motor is running to the rated speed
the variation is very minimum at both speed changes. The
transient performance of the different controllers with
speed changes as provided in table.3. It is clear from the

3674

table 3 that the transient performance is under control limit
in FT-ANN controller compared to FLC. It is learn that the
steady state error is very less in the proposed controller.

Stability Analysis of the Proposed System: The plot has
drawn for SR motor basic equation with torque equation
from the state space model equations (17and 18). It is clear
that the proposed system is stable for the system speed
changes. It is concluded that the -0.5+j0 point is encircled
in the all direction in single time. Hence overall
encirclement is zero. Also the open loop sysiem has no
poles at the right half of s-plan. So the proposed system
is stable. The nyquist plot as shown in figyre 13.
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Experimental Results: The SR motor model is fabricated
and performance is tested. A prototype SR motor with FT-
ANN controller is operating 300W, 50Hz is designed. The
P89V51RD2BN microcontroller is used for generating the
driving pulses and IRFP840 MOSFET used as switches in
the inverter bridge circuitt MUR4100 diodes used in the
rectifier circuit. The frequency level of the generated
PWM is 10 KHz. the open collector optocoupler CYN 17-1
is generate the PWM signal from the microcontroller
through isolator and IR2110 driver IC. The speed of the
motor can be controlled from inverter output. The motor
speed is sensed by a digital type pulse sensor GP1L53V.
The PWM pulse signal is given to a LM2907 voltage
converter IC and feedback signal is given (o the
microcontroller through an ADC IC ADCO808CCN.

Figure 14 (a) shows the speed voltage waveform with
reference speed of 1500 rpm using FLC, it is clearly shows
that 4 seconds of time to settle the reference speed. It
seen that the oscillations is present due to delay of pulse
generation of the controller. Figurer 14 (b) it is observed
that there is a minimum steady state error, less percentage
overshoot and the minimum settling time at 2.5 seconds.
Fig 14(c and d) shows the output voltage of the motor.
The steady state error is very minimum compare to FLC.
Based on the fig.(14 b,d),. It’s clearly seen that FT-ANN
based controller having the better transient and steady
state performance. The comparison chart is shown in
fig.15. The motor speed with efficiency is plotted, it is
observed that the proposed controller has high efficiency
with step change speed. Itis seen form this plot the SR
motor have a better efficiency while using FT-ANN
controller.

CONCLUSION

The steady state stability analysis of the SR motor
has been developed and simulated for estimating the
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performance for various speed changes using
MATLAB/simulink. It has been found from the analysis
that the FT-ANN controller provides better efficiency and
speed regulation. The comparison results were presented
for both controllers. It's found from that FT-ANN
controller performs better than fuzzy controller. The
proposed controller provides a good speed tracking
without overshoot. The proto type model was design and
the experimental results are closely agreed with simulation
results.
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Abstract

According to the report given by World Health Organization, by 2030
almost 23.6 million people will die from cardiovascnlar diseases (CVD),
mustly from heart disease and stroke. The main vbjective of this work
is to develop a classifier for the dingnosis of abnormal Common Carotid
Arteries (CCA). This paper proposes a new approach for the analysis
of abnormalities in longitudinal B-mode nltrasound CCA images using
mltiwavelets. Analysis is done using HM and GHM multiwavelets at

various levels of decomposition. Energy values of the coefficients of

approximation, hericontal, vertical and diagonal details are calenlated
and plotted for different levels. Plots of energy values show high

correlation with the abnormalities of CCA and offer the possibility of

improved diagnosis of CVD. It is clear that the energy values can e
ased as an index of individual atheroselerosis and fo develop a cost
effective system for cardiovascular risk assessment at an early stage.

Keywords:
Uiltrasonund,  Common  Carotid
Measurement, Classification

Artery,  Multiwavelets, Energy

I. INTRODUCTION

For screening the cardiovascular discases of the carotid
artery, ultrasound imaging is o common procedure as the vessel
is casily accessible with ultrasound probes [1]. Because of
CVDs more people die annually than from any other cause. It
has been reported by World Health Organization in a recent
study that in the year 2008 nearly [7.3 million people died from
CVDs. Tlis represents 30% ol all global deaths. In this 7.3
million people died due to coronary heart disease and 6.2 million
were due to stroke [2].

Arteries are blood vessels that carry blood between the heart,
different tissues and organs of the body. They have ability (o
expand or contract to allow more blood or control the flow.
Hollow centre through which blood flows 15 called lumen. CCA
supplies oxygenated blood to skull, brain, eyeballs, cars and
external nose [3]. When the blood supply to parts ol the brain i1s
suddenly interrupted, stroke occurs. Aortic stifTness has been
proven to be a strong independent predictor of all-cause and
CVD. Estimation ol regional stilfness of the carotid artery is of
great clinical interest [4]. The changes in stiffness with age are
accelerated in hypertension and  highly amplified by the
association with other CV Ds and concomitant risk factors [3].

Atherosclerosis is the thickening and narrowing of the
arteries due to formation of plaque on the walls of the artery. It
causes enlargement of the arteries and thickening of the artery
walls [6. 7). The diameter of CCA decreases due 1o increase in
the thickness. This causes a reduction o the lumen with possible
vascular problems and alters the arterial properties clasticity and

stiffness. Precise segmentation of carotid arlery allows the
computation of various biomechanical and anatomical
properties of the artery wall that may be useful to clinicians to
follow the evolution of the atherosclerosis diseases [8].

Ultrasound imaging has the advantage that it is noninvasive
and does not involve the use of ionizing radiation. It is therefore
ideally suited to serial investigations. It is also relatively
inexpensive and images are acquired in real time [9, 10].
Longitudinal B-mode ultrasound images are used in this work.
The resolution of diagnostic ultrasound image is significantly
limited by speckle noise. It is believed that speckle is a high
frequency component of the image [11]. As the texture of
speckle often carries useful information, it is not truly a noise in
the typical engineering sense. Ultrasound experts with
insufficient experience may not often draw useful conclusions
from the images due to the presence of speckle.

Though different methods are investigated for the analysis of
carolid artery, the need still exists for the development,
implementation and evaluation ol an integrated system enabling
the automated diagnosis. In the previous work boundary of CCA
was extracted using watershed and wavelet transforms. The
diameter was measured [rom the extracted boundary and vsed
for the analysis of plaque deposit in the vessel [12][13]. In this
work an effort is made to analyse the CCA using multiwavelets
and correlate the findings with the atherosclerosis.

Multi scale representation has proven to be useful in many
image processing applications. Recently, multiwavelets have
been introduced as a more powerful multi-scale analysis tool. A
scalar wavelet system is based on a single scaling function and
mother wavelet. But multiwavelet system is based on several
scaling functions and mother wavelets. It has several uscful
properties such as symmetry, orthogonality, short support and a
higher number of vanishing moments simultaneously [14],

Multiwavelets can  simultaneously  provide  perfect
reconstruction, while preserving length (orthogonality), good
performance at the boundary (via linear phase symmetry) and a
higher order of approximation (vanishing moments). These
features of multiwavelets are responsible Tor the  better
performance of multiwavelets over scalar wavelets in image
processing  applications  [15.16].  Geronimo. Hardin  and
Massopust  constructed  one  of the most  well-known
multiwavelets called GHM. GHM basis provides a combination
of orthogonality, symmetry and compact support that is
unachievable by any other scalar wavelet basis [17]. HM and
GIHM multiwavelets are used in this work to analyse the normal
and abnormal CCA images.
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Fig.4.(a) Subbands of first level decomposition (b) Subbands of
second level dLLO]T‘lpOSIT.I(‘II'I

Four main subbands with their own four subbands are
obtained as the output of the combination of filters in each
decomposition level. The four subbands LiL; LL. L:L;and LsL2
are considered as approximate coefficients and remaining 12
subbands are detail coefficients. In that LiH,;, L;Hs. L.H, and
L>Ha are horizontal. L, H L2 H:L, and Hal. are vertical and
HiH;, HjHa, HzH, and .11, are diagonal coefficients. In each
level of decomposition. only the [our subbands of approximate
coeflicients are decomposed into 16 subbands to produce the next
level decomposition [23].

GHM multiwavelet is used in this work due its versatility and
accuracy. In GHM, there are two low pass and high pass filters
for decomposition. GHM multiwavelet has two important features
i.e., orthonormality of integer translates of scaling functions and
an approximation order of two [24]. GHM scaling [unctions have
short support. orthogonality and are symmetric about their
centres. Hardin-Marasovich (HM) is also used in this dndlyms for
comparison.

After applying 1M and GHM multiwavelet decomposition on
the input CCA image. Energy is calculated for each subband. In
an VxN subimage. energy is computed according Lo the following
equation

Energy = ) x,2N? (3)
where, x; is the i/ pixel value of the sub images. Energy is mainly
concentrated in the low frequency sections after GHM
multiwavelet transformation [25]. These subband energies are
analvsed to find il there is any correlation between CCA
abnormalities and energy coelTicients.
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3. RESULTS AND DISCUSSION

Video of CCA with a length of 3 second is taken and converted
into images at the rate of 25 [rames per second. The proposed
decomposition algorithm is applied on normal and abnormal CCA
images using HM and GHM multiwavelets.

The Fig.3 shows the first level GHM decomposed normal and
abnormal CCA images of size 512x512. The Fig.6. Fig.7 and
Fig.8 show only the subbands of approximation coefficients of
second, third and fourth level GHM decomposition respectively.
The size of second, third and fourth level images are 256x256.
128x128 and 64x64 respectively. Decomposition is done for four
levels as the information is lost beyond that. Subband energy
values are calculated for all the four levels and tabulated for
analysis. The energy values obtained for normal and abnormai
CCA images using GHM multiwavelet are given in Table.l.

Fig.5. First level GHM decomposition of normal and abnormal
images

Fig.5. Second level GHM decomposition of normal and
abnormal inzages

Fig.7. Third level GHM decomposition of normal and abnormal
images
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Eal. Ea2. Ea3 and Ead are energy values of four subbands ol
the approximation coefficients. Ehl, Eh2, Eh3 and Eh4 are the i
four subband energies of Horizontal coefficients. Subband energy B = : ' ' 3
of vertical and diagonal coefficients are given as Evl, Ev2, Ev3, o i ~
Evd and Edl. Ed2, Ed3. Edd respectively. From Table.1, it is B ‘
observed that the energy is mainly concentrated in the low '_l
frequency bands i.e. approximation coefficients. Energy level of g ' 1
each subband obtained from normal and abnormal images using L 1
HM and GIIM multiwavelet is plotted and analysed for all the et | S s IO . . |

@ 3 ] o 3 (1] 13 ] It "
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four levels ol decomposition. The Fig.9 and Fig.10 show the
energy plots of first and second level HM and GHM subbands = ' — 7 - T
energy coeflicients of normal and abnormal images respectively. -

Subbands of normal image are shown in white bars and the
subbands of abnormal images are shown in black bars in the

energy level diagram.
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FFig.10. Subband energy comparison of normal and abnormal
CCA images for HM and GHM multiwavelet second level
decomposition

By analysing the variations in the energy values of subbands
ol normal and abnormal decomposed CCA image, it is found that
the diagonal energy coefficients have very little amount of energy
in all the levels of decomposition. The horizontal and vertical
energy coefficients have small amount of energy. But most of the
energy is preserved in the approximate coefficients and it
increases for every level of decomposition. Plots clearly show that
the energy values vary for normal and abnormal image in all the
levels. The energy values of subbands given in the Table.l are for
a normal and abnormal subject. Multiwavelets preserve high
frequency information in the image i.c edges and give very good
performance at the boundaries. As the formation of plaque is in
the inner walls of the artery and alters the boundary, the difference
between the normal and abnormal CCA is expected to reflect in
the subband energy values of diagonal coefficients. While
comparing the energy values of normal and abnormal CCA image

given in Table.l. the same is obscrved. The energy values of

diagonal coefficients ol normal and abnormal images differ
largely. Hence these values are further used for classification.
They can be used to develop classifiers to classify the normal and
abnormal CCA.

4. CONCLUSION

A method is proposed 10 analvze the abnormalities in
longitudinal B-mode ultrasound common earotid artery images
using HM and GHM multiwavelets. Normal and abnormal CCA
image are taken and decomposed up to four levels. The energy
value of each subband is calculated, plotted and analyzed for all
the four levels of decomposition. It is found that most of the
energy is concentrated in approximate coefficients and a small
amount of energy is present in horizontal and vertical coefficients.
The energy values obtained from normal images are cormpared
with the energy values obtained from abnormal images. It is
observed that the encrgy values have large difference for normal
and abnormal images. Hence, it is concluded that the subband
cnergy can be used as a feature for the diagnosis ol abnormalities
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in CCA. Atherosclerosis and CVDs are highly correlated to the
risk factors such as cholesterol. blood pressure, smoking and
diabetics. Future work will focus on considering all these risk
[actors to validate the good features to detect abnormalities in the
common carotid artery. Further testing of the proposed method
has to be done in a larger image dataset to classify the healthy and
unhealthy subjects.
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Abstract—Let y (G), ¥, (G) Y (G) , and diam (G) denote

respectively the domination number, total domination number
and connected domination number and the diameter of a
connected graph G of order p. In this paper, we prove that
connect domination + diam(G) < 2p-3 and characterize the
extremal graphs. Similar results for domination number and
total domination number are also obtained.

Keywords— Domination number; total domination number;
connected domination number; diameter.

I. INTRODUCTION

Let G = (V, E) be an undirected, connected simple graph
of order p. The degree of a vertex u is the number of edges
incident with u and is denoted by d(u). The maximum degree is
denoted by A.The distance between two vertices u and v is the
length of the shortest u-v path. The diameter of G is the
maximum distance between any two vertices in the graph and
is denoted by diam (G).The paths and cycles on n vertices are
respectively denoted by P, and C,. A subset S of V is called a
dominating set in G if every vertex in V-S is adjacent to at
least one vertex in S. The minimum cardinality taken over all
minimum dominating sets in G is called the domination
number of G and is denoted by »(G)-A dominating set S is

called fotal if the induced sub graph < § > has no isolated
vertices and connected if < S > is connected. The minimum
cardinality taken overall minimal total (connected) dominating
sets in G is called the total (connected) domination number of
G and is denoted by y, (G) (7.(G))- A lot of research work

has been done in this area [1, 3, 4, 5,6, 7, 8,9, 10, 11, 12, 14
&15].In [16], Joseph and Arumugam proved that ¥ .+ K =p,
where x is the connectivity of G and characterized the
extremal graphs. In [17], they proved y .+ ¥ < p+1, where
x is the chromatic number of G and characterized the

extremal graphs. In this paper we prove that 7, (G) +
diam(G) < 2p-3 and characterize the extremal graphs. Similar
results for ¥ (G) and, (G) are also obtained.In recent years,

many authors focused on domination in graphs. The
domination and diameter graphs applied to several fields,
electrical power networks, monitoring communication, land
surveying, number of facilities (hospital, fire house) and
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location problem. Terms not defined in this paper, are used in
the sense of Balakrishnan and Ranganathan. We use the
following results and notations in the sequal.

II. PRELIMINARIES AND NOTATIONS
Theorem 1.1 [13] Let G be a connected graph of order p and
maximum degree A. Then ¥, (G) < p-A.

Theorem 1.2 1f G is connected and A<p-1, then,

M 7,<pA @) y<¥Ye.
Observation 1.3 For any graph G of order p, diam (G) <p-1,
and equality holds if and only if G =P,

Notation 1.4 The graphs obtained by introducing a new
vertex v and joining it to exactly one vertex of degree>2 ina
graph G is denoted by G (v). If v is joined to the unique
centre of G, it is denoted by G(Cv).A graph in the

family B, (v) and P, (Cv) are given in figure 1.1.

B (v): )
i
B (Cv): .__._._I—Vo—o——a

Fig 1.1
Notation 1.5 The identification of a single vertex v of a graph
H to exactly one pendent vertex of G is denoted by G (H). The

graphs P, (C,) and B,(C,) are given in figure 1.2.
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Fig 1.2
Notation 1.6 The graph obtained by introducing a new vertex
v to a graph G and joining it to two adjacent vertices of

degree > 2 in G is denoted by G(v?). The graphs F; (vz) are
given in figure 1.3.

Pﬁ(vz):

@ @ @ D ®
Fig 1.3
Notation 1.7 The graph obtained by introducing a new vertex
v to a graph G and joining it to two non-adjacent vertices of

degree >2 in G is denoted by G( nv*).The graph P, (nvz) is
given in figure 1.4.

Pﬁ(nvz):

Fig 1.4

Notation 1.8 Let (u v w) be a path in G. Then the family of
graph obtained by introducing a new vertex v and joining it to

u, v and w is denoted by G( v ).The graphs F; (v" ) are given

v

III. MAIN RESULTS
Theorem 2.1 For any connected graph G of order p 23,
7. (G)+ diam(G )< 2p-3 and equality holds if and only if G

=P,

P
Proof: By theorem 1.1, ¥, (G) <p-A
By observation 1.3, diam(G)<p-1.
Hence 7, (G) +diam(G)< 2p-A-1

<2p-2-1
= 2p-3.

Now let 7,(G)+ diam(G)=2p-3.Then ¥.(G)= p2 and

since A>2

diam(G)=p-1. Since P, is the only graph satisfying these
qualities, G=P, .

Converse is obvious.

Theorem 2.2 For any connected graph G with A #p-1,
%,(G)+ diam(G)< 2p-3 and equalities holds if and only if G
=F,F, orF,.

Proof: By theorem 1.2, ¥, (G) <p-A. Further, diam(G)<p-1.
Hence ¥, (G)+ diam(G) < 2p-3.Now let 7, (G)+ diam(G) =
2p-3.Then 7, (G) = p-2 and diam(G) = p-1.Now diam(G) =
p-1 implies that the graph must be a path. But for p>7,
¥, (Pp)< p-2.Hence G=P,, P, or F;.

Converse can be easily verified.

Theorem 2.3 For any connected graph G of order
p>3,¥ (G) +diam(G)< 2p-3 and equality holds if and only if
G=PForPF,.

Proof: since }/(G)S;Vc (G) < p- A and diam (G) < p-1,we
get 7 (G)+diam(G)< 2p-3. Now let ¥ (G)+ diam(G) = 2p-
3.Then y(G)=p-2 and diam(G) = p-1.Now diam(G)=p-1
implies that the graph must be a path. But for p= 5,

7/(1:;, ) <p-2. Hence G=F, or F,.

Converse can be easily verified.

Theorem 2.4 For any connected graph G of order p = 3,
7. (G)+diam(G) = 2p-4 ifand only if G=C, or C.
Proof: If follows from theorem 2.1 that ¥, (G) + diam(G) =
2p-4 implies

) 7, (G) =p-3 and diam(G) =p-1 (or)

(i) 7, (G) = p-2 and diam(G )= p-2

Case () 7.(G)=p-3 and diam(G) =p-1.

Now diam(G) = p-1 implies that the graph must be a path. But
there is no path with ¥, (G ) = p-3 . Hence we have no graphs

in this case.



Case (i) 7,(G)=p-2 and diam(G) = p-2.

Now ¥, (G] = p-2 implies that the graph must be paths or
cycles. But for paths, diam(G) # p-2.Hence we consider only
cycles. But for C, (n2 5) diam (Cn) < p—2 HencG= C;
or C,.

Converse can be easily verified.

Theorem 2.5 For any connected graph G with A# p-1,
%,(G)+ diam(G)=2p-4 if and only if G=C,, Py or ;.
Proof: If follows from Theorem 2.2 that ¥, (G)+ diam(G) =
2p-4 implies

@) 7,(G)=p-3 and diam(G) =p-1 (o)

(i) ,(G)=p-2 and diam(G) = p-2.

Case (i) 7, (G) = p-3 and diam(G) = p-1.

Now diam (G) = p-1 implies that the graph must be a path.
But for p=8, 7,(P,) <p-3.

Hence G=F, or F,.

Case (i) ¥,(G)=p-2 and diam(G) = p-2.

Now 7, (G)= p-2 implies that the graph must be paths or
cycles. But for paths, diam (G) # p-2.Hence we consider only
cycles. But for C, (n = 5) , diam(G)< p-2.Hence G=C, .

Converse can be easily verified.
Theorem 2.6 For any connected graph G of order p = 3,

y(G)+ diam(G) = 2p-4 if and only if G = Cor C, and P,.
Proof: It follows from theorem 2.3 that ¥ (G) +diam(G) =
2p-4 implies

(i) 7(G)=p-3 and diam(G) = p-1 (or)

(i) 7 (G) = p-2 and diam(G) = p-2.

Case () ¥(G)=p-3 and diam(G)=p-1.

Now diam(G) = p-1 implies that the graph must be a path. But
for p>6andp=4, (B, )< p—3. Hence G=Ps,

Case (ii) 7 (G)=p-2 and diam(G)= p-2.

Now }/(G) = p-2 implies that the graph must be paths or
cycles. But for paths, diam(G) # p-2.

Hence we consider only cycles. ForC, (n > 5) ;
diam(G)<p-2. Hence G=C; or C,.

Converse can be easily verified.

Theorem 2.7 For any connected graph G of order p25,
y.(G)+ diam(@)=2p-5 iff G=Cg, By (v ), B2 (G3)5

Py (V). Bs(C)s B (V) or

b{(‘

b
G

i
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Proof: For G=C,,7,(G)=4= p-2 and diam (G) =3=p-3
and hencey, (G) +diam (G) = 2p-5. For all other graphs
stated in the theorem, ¥, (G)= p-3 and diam (G) = p-2 so

that 7, (G)) +diam (G) = 2p-5. Now let 7, (G) + diam (G) =
2p-5. If follows from Theorem 2.4 that
@A) 7, (G) = p-4 and diam(G) = p-1 (or)

®) 7,(G)=p-1 and diam(G) = p-4 (0r)
©)y. (G) = p-2 and diam(G) = p-3 (or)

®) 7, (G)=p-3 and diam(G) = p-2.
There does not exit any graph for (A) and (B).
For (C), 7, (G) = p-2 implies that G must be paths or cycles.

But diam (G) = p-3 implies that G=C.

Now we consider graphs with, (G) = p-3 and diam (G) =

p-2.

Case (i) G is tree.

We claim that G has exactly one vertex of degree three.
Suppose not. Let u and v be two vertices of degree three. Let

T, be a sub tree of G containing u but not containing v and 7,

be a sub tree of G containing v but not containing u. (see
figure)

Then T, contains at least two pendent vertices other than u

and 7, contains at least two pendent other than v. Thus G
contains at least four pendent vertices and hence
¥, (G) < p- (number of pendent vertices)

< p-4.
This is a contradiction and hence G has exactly one vertex of
degree three.

Thus G=P,_, (v)

Case (ii) G is not a tree.

Since diam(G) = p-2, G cannot contain C, (n25).

Sub case (a) G contains C; only.

If G has exactly one vertex of degree three, then
G=F,, (C'3) If G has exactly two vertices of degree three,
then they must be adjacent. Further they must be adjacent to a
common vertex to form C; .Hence G= PL_I (vz). If G has

three or more vertices of degree three, then diam(G)<p-2 and
hence no graph exists in such cases.

Sub case (b) G contains Cy only.

If G has exactly one vertex of degree three, then it must be in

C,. Hence G=Pp_3 (C'4) If G has two vertices of degree



three, then they must be non adjacent, for otherwise diam (G)
<p-2.

Hence G = Pp_l (nv2 ) .

Sub case (¢) G contains both C; and Cy.
Since diam (G) = p-2, G cannot have two or more disjoint

C,and(, . Further there must be vertices at a distance p-2

resulting in a path P on p-1 vertices. Then the remaining
vertex must be adjacent to three consecutive vertices of P.

Hence G=P,_ (V).

Theorem 2.8 For any connected graph G of order p with

A#p-1, 7, (G) +diam(G)=2p-5  if
G= Cs,CaJ%,PwRo,ﬁ(V)sPs(V)J%(v)qu(CV),
ﬂ(Cz,),Rt(Ca),R;(C}) ,&(vz),Ps(vz),I%(vz),
B,(C),B(C.), B (Co), B (n7), B (m?):

B (). 2()o B ().

Proof: For G=C;, ¥,(G)=3=p-2 and diam(G) = 2= p-3

and only if

and hencey, (G ) + diam(G) = 2p-5. For all other graphs
stated in the theorem, 7, (G) = p-3 and diam(G) = p-2 so that
7, (G) +diam(G) = 2p-5.

Now let 7, (G) + diam (G) = 2p-5. It follows from Theorem
2.5 that '
(A)7,(G)=p-1 and diam(G) =p-4 (or)

®) 7, (G)=p-4and diam(G)=p-1 (0r)
©) 7, (G) = p-2 and diam (G) = p-3 (or)
D)7, (G) = p-3 and diam(G) = p-2

Since ¥, (G) < p-2, there does not exist any graph for (A).
For (B), diam (G) = p-1 implies that the graph must be a path.
But for 11<p<7, 7, (Pp) # p-4. Hence G=F,, Pyor F.

For (C) 7, (G) = p-2 implies that G must be paths or cycles.
But for paths, diam(G) # p-3. Hence we consider only cycles.
For C, (n > 7), diam( C, )<p-3.

Hence G=C; or C;. Now we consider graphs with 7, (G) =

p-3 and diam (G) = p-2.
Case (i) G is tree.
As in theorem 2.7, G has exactly one vertex of degree three.

Hence G must be of the formﬂ(v). But for n > 8§,

},: [R. (V) ]{ p'3-

Hence G=PF, (v), B, (v),R (v)or P, (Cv).

Case (ii) G is not a tree.

Since diam (G) = p-2, G cannot contain C,, (n > 5)',
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Sub case (a) G contains C; only.
As in Theorem 2.7, if G has exactly one vertex of degree
three, then G must be of the form P.(C;). But for

n>6,7,[ P, (C;)I<p-3. Hence 6=FB(G,),R(C,) o
-4 (Cs) If G has exactly two vertices of degree three, then
must be of the formp, (vz). But for n = 7,
¥, (R, (vz))< p-3. Hence G =F, (vz),}"5 (1)2),136 (vz) If

G has three or more vertices of degree three, then diam (G) <
p-2 and hence no graph exists in such cases.

Sub case (b) G contains C, only.
As in theorem 2.7,if G has exactly one vertex of degree three,
then G must be of the formP,(C ,). But for

n>5,7,[F, (C4)]<p—3. Hence G =PZ(C‘),P3(C4) or
P, (C‘,) _If G has two vertices of degree three, then G must be
of the form P, (ﬁvz).But for 07,7, [ B, (m’z)]< p-3.
Hence G=F; (nvz) or F, (nvz) "

Sub case (c) G contains both C; and C,.As in theorem 2.7,
G must be of the form P, (v3 ) But forn=>7,

y,1B,(V)1< p-S.HenceG=ﬁ(v3),Ps(v3),Pﬁ(v3).
Theorem 2.9 For any connected graph G of order p=3,
7(G)+ diam(G)=2p-5 if and only if G = BB,
B(»),B().B(CV).B(C).B(C).B ()5 (C),
g(vs)or R,(v3).

Proof: For G=F, and P, y(G)= p-4 and diam(G) = p-1.
For all other graphs.stated in the Theorem, ;V(G) =p-3 and
diam(G)=p-2, so that ¥ (G +diam(G) = 2p-5.

Now let (G] +diam(G) = 2p-5. It follows that Theorem 2.6

that
(A)7 (G) = p-1 and diam (G)=p-4 (or)

) 7 (G) = p-2 and diam(G)=p-3 (1)

(© 7 (G) = p-4 and diam(G) = p-1(0r)

®) 7(G)=p-3 and diam (G)=p-2.

Since y(G)spQ, there does not exist any graph for (A).
Further 7(G) =p-2 implies that the graph must be a

B, B,,C,,C,. But diam(G) # p-3 for these graphs. Thus
there is no graph for (B). For (C), diam (G) = p-1 implies that
the graph must be a path. But for 8<p<5, 7P, ]1#p-4

Hence G= F or B.
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Now we consider graphs with (G] =p-3 and

diam (G) = p-2.
Case (i) G is a tree
As in Theorem 2.8, if G has exactly one vertex of degree

three, then G must be of the form P, (v) . But for n=6,
y [P, (v) ]1<p-3. Hence G=B, (v), P, (v)or B (Cv) ;

Case (ii) G is not a tree.
Since diam (G) = p-2, G can not contain C, (n > 5).

Sub case (a) G contains C; only.
As in Theorem 2.8, if G has exactly one vertex of degree
three, then G must be of the form P, (Ca)' But for n > 4,

y [P,(Cy) 1< p-3Hence G = Ps (Cs) or Py(Cs)1f G has
exactly two vertices of degree three, then G must be of the
form P, (vz).But for nZS,y[Pn(vZ)]cp-} Hence G =

P(V2). If G has three or more vertices of degree three, then
diam (G) < p-2 and hence no graph exists in such cases.

Sub case (b) G contains C, only.
As in Theorem 2.8,if G has exactly one vertex of degree
three, then G must be of the formﬁ(C4) But for n # 2,

;;/[P_1 (& )] ]< p-3.Hence G=F, (C4) If G has two vertices
of degree three, 7 (G') < p-3 then and hence no graph exists.
Sub case (¢) G contains both C,and C,.

As in Theorem 2.8, G must be of the form F, (v:’).But for

n>5, 7 [F, (v3)]<p-3.Hence G=P;(v§) or ﬁ(vi)

Open Problem 2.10 Characterize the class of graphs for which
@) 7, (G)+ diam(G)=2p-6
(i) 7, (G) + diam(G)=2p-6
(iii) y (G) + diam(G)=2p-6

IV. CONCULUSION

In this paper analyzed the domination and diameter in
different cases of graphs. These results establish key
relationships between domination number, total domination
number, connected domination number and other the
chromatic number. Further, these results establish optimal
upper bounds on the domination number in terms of the order
itself, the order and the maximum degree, and the order and
the minimum degree. Structural results on domination number
and connect domination number and total domination number,
perfect graphs were presented. The complexity questions
associated with the domination number, total domination and
connected domination were also discussed. We recall here
several interesting open problems and conjectures on the
domination number. Finally, in this paper, we proved that
7. (G) + diam(G) < 2p-3 and characterize the extre 1 graph

Similar results for y(G) and y,(G) are also obtaine
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Abstract: In this paper, some theorems of edge regular fuzzy graphs are discussed with
their complements and p-complements. A necessary and sufficient condition under which they
are equivalent is provided. Finally, adjacency sequence of edges in a fuzzy graph is defined.
Using the sequences, characterization for a fuzzy graph with at most four vertices to be edge

regular is obtained.
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1. Introduction

Fuzzy graph theory was introduced by Azriel Rosenfeld in 1975 [8]. Though it
is very young, it has been growing fast and has numerous applications in var-
ious fields. During the same time Yeh and Bang have also introduced various
connectedness concepts in fuzzy graphs [10]. Mordeson (1994) introduced the
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concept of complement of fuzzy graphs [2]. M. S. Sunitha and A. Vijayakumar
(2002) gave a modified definition of complement of fuzzy graph [9]. A. Nagoor-
gani and V. T. Chandrasekaran (2006), defined p-complement of a fuzzy graph
[3], which is slightly different from the definition of complement of a fuzzy graph
discussed by M. S. Sunitha and A. Vijayakumar. A. Nagoorgani and K. Radha
defined the concept of incidence sequence of vertices in a fuzzy graph (2008)
[6]. K. Radha and N. Kumaravel (2014) introduced the concept of edge regu-
lar fuzzy graphs [7]. In this paper, we provide some theorems on edge regular
property of complements and p-complements of fuzzy graphs through various
examples. We introduce edge adjacency sequence in a fuzzy graph and we use
this sequence to study about the edge regular property of fuzzy graphs. First
we go through some basic definitions in the next section.

2. Basic Concepts

Let V be a non-empty finite set and E C V x V. A fuzzy graph G : (o, ) is a
pair of functions o : V' — [0,1] and p : E — [0, 1] such that u(zy) < o(z) Ao(y)
for all x, y € V. Let G : (o,u) be a fuzzy graph on G* : (V, E). The degree
of a vertex x is dg(z) = >_,,, p(zy). The minimum degree of G is 0(G) =
ANdg(x), Vo € V} and the maximum degree of G is A(G) = V {dg(x),Vx € V}.
Let G : (o, ) be a fuzzy graph on G* : (V, E). The total degree of a vertex x
is defined by tdc(z) =3, u(zy) + o(z).

Let G : (o, ) be a fuzzy graph on G* : (V, E). If each vertex in G has same
degree k, then G is said to be a regular fuzzy graph or k-regular fuzzy graph. If
each vertex in GG has same total degree k, then G is said to be a totally regular
fuzzy graph or k -totally regular fuzzy graph.

Let G : (o,p) be a fuzzy graph on G* : (V, E). The degree of an edge
zy € Eis

do(ry) = nlwz) + ) p(zy) — 2p(zy).
TH#z 27y
The total degree of an edge zy € F is

da(wy) =Y plwz) + Y plzy) — ply).
rH#z 27y

Let G : (o, ) be a fuzzy graph on G* : (V, E). If each edge in G has same
degree k, then G is said to be an edge regular fuzzy graph or k-edge regular
fuzzy graph. If each edge in G has same total degree k, then G is said to be a
totally edge regular fuzzy graph or k-totally edge regular fuzzy graph.
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The order and size of a fuzzy graph G are defined by O(G) = > .y o(x)
and S(G) =3, cp m(zy).

A fuzzy graph G is strong, if u(xy) = o(x) Ao(y) for all zy € E. A fuzzy
graph G is complete, if u(zy) = o(x) Ao(y) for all z,y € V.

Let G be a fuzzy graph. The complement of G is defined as G : (o, 7),
where

i(ry) = o(z) No(y) — plzy),
for all z,y € V. The p-complement of G is defined as G* : (o, u*), where

W ay) = {o(w) Aoly) - nlay), Vrye B,
0, Vay ¢ E.

The incidence sequence of a vertex v in a fuzzy graph G is defined as a
sequence of membership values of edges incident to v arranged in increasing
order. It is denoted by is(v).

3. Edge Regular and Totally Edge Regular Property
of Complements

Remark 1. If G : (o, ;1) is an edge regular fuzzy graph, then G : (o, 1) need
not be edge regular fuzzy graph. For example, consider G* : (V, E) where V =
{a,b,¢,d} and E = {ab,bc,bd,cd,da}. Define G : (o,u) by o(a) = 0.9,0(b) =
1,0(c) = 0.8,0(d) = 0.9 and p(ab) = 0.4, u(bc) = 0.5, u(bd) = 0.9, pu(cd) =
0.5, u(da) = 0.4. Then G : (o,7) is defined by 7i(ab) = 0.5,7i(bc) = 0.3, 7i(ac) =
0.7,7i(cd) = 0.3,7i(da) = 0.5. Here dg(ab) = 1.8, for all ab € E, but in G :
(0,11), dg(ab) = dg(bc) = dg(cd) = dg(da) = 1.5, dg(ac) = 1.6 and tdg(ab) =
2,td(bc) = 1.8,tdx(cd) = 1.8, td5(da) = 2,tdz(ac) = 2.3. Therefore G : (o, 1)
is 1. 8 - edge regular fuzzy graph, but G : (o, 71) is neither edge regular fuzzy
graph nor totally edge regular fuzzy graph.

Remark 2. If G : (o, ) is totally edge regular fuzzy graph, then G : (o,
need not be edge regular fuzzy graph. For example, consider G* : (V,
where V' = {a,b,c,d} and E = {ab,ac,ad}. Define G : (o,u) by o(a) =
0.9,0(b) =0.5,0(c) = 0.7,0(d) = 0.8 and p(ab) = 0.5, u(ac) = 0.4, p(ad) = 0.7.
Then G : (0,71) is defined by fi(ac) = 0.3,7i(ad) = 0.1,7i(bc) = 0.5,7i(bd) =
0.5,7i(cd) = 0.7. Here tdg(ab) = 1.6, for all ab € E, but in G : (o,7),
de(ac) = 1.3 = dg(bd),ds(ad) = 1.5 = dg(bc),dg(cd) = 1.4 and tds(ac) =
1.6 = tdg(ad), tdg(be) = 2,td5(bd) = 1.8,td5(cd) = 2.1. Therefore G : (o, 1)

is 1. 6 - totally edge regular fuzzy graph, but G : (o, ) is neither edge regular
fuzzy graph nor totally edge regular fuzzy graph.

~— —

I
E

—~



676 K. Radha, N. Kumaravel

Theorem 3. Let pu(x,y) = [o(x)Ao(y)]/2, forallz,y € V. Then G : (o, p)
is a k - edge regular fuzzy graph if and only if complement of G : (o, ) is also
k - edge regular.

Proof. Let

w(x,y) = [o(z) ANo(y)]/2, for all z,y € V. (1)

By the definition of complement, 7i(x,y) = o(x) Ao(y) — p(zu), for all z,y € V.
Therefore

iz, y) = [o(x) Aa(y)]/2,
for all z,y € V]by(1)]. Hence

A(z,y) = pu(x,y). (2)

Therefore
de(zy) = Z,uxz —l—z,uzy — 20 (zy).
TF#z zF#Yy
By (2), da(zy) = >,z w(22) + 32,4, m(2y) — 2u(zy). Therefore AG(zy) =
dG(ay), for all zy € E. Hence G : (o, ) is k - edge regular fuzzy graph if and
only if complement of G : (o, ) is also k - edge regular. O

Remark 4. The converse of theorem 3 need not be true.
For example, consider G* : (V, E), where

V ={a,b,c,d}

and
E = {ab,ac,ad,bec,bd, cd} .

Define G : (o, ) by o(a) = 0.9,0(b) = 0.7,0(c) = 0.7,0(d) = 0.7 and p(ab) =
0.4, u(ac) = 0.35, u(ad) = 0.3, pu(be) = 0.4, u(bd) = 0.35, p(cd) = 0.3. Then G :
(0,72) is defined by 7i(ab) = 0.3,(ac) = 0.35,(ad) = 0.4,(bc) = 0.3,1(bd) =
0.35,7i(cd) = 0.4. Here dg(ab) = 1.4, for all ab € E and dz(ab) = 1.4, for all
ab € E. Therefore G : (0, 1) and G : (0,11) are edge regular fuzzy graphs, but

w(@,y) # [o(x) No(y)]/2.for z,y € V.

Theorem 5. Let pu(z,y) = [o(x)No(y)]/2, forallxz,y € V. Then G : (o, 1)
is a k - totally edge regular fuzzy graph if and only if complement of G : (o, 1)
is also k - totally edge regular.

Proof. Proof is similar to proof of theorem 3. U
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Theorem 6. Let G : (0, 1) be a fuzzy graph on a regular graph G* : (V, E)
such that p is a constant function. Then G : (o,p) and G : (o,f1) are edge
regular fuzzy graphs.

Proof. Let u(e) = ¢, for all e € E, where ¢ is a constant. Let G* be k -
regular. Then dg«(x) = k, for all € V, where k is a constant. First let us
prove that G : (o, 1) is an edge regular fuzzy graph. By the definition of edge

degree, dg(zy) = 3,4, w(x2) + 3,4, #(zy) — 2u(zy). Therefore

da(xy) = Zc + Z ¢ —2c=cdg(z) + cdg+(y) — 2¢
TF#z zFy

or dg(zy) = ck + ck — 2c = 2¢(k — 1). Hence G : (o, ) is an edge regular
fuzzy graph. Next we prove that G : (o,71) is an edge regular fuzzy graph. Let
V| = n. Then G" is (n — 1 — k) - regular. By the definition of complement,
A(zy) = o(z) Aoly) — p(zy), for all 2,y €V,

fi(xy) cNc—c, YaxyeFE,
X =
Y cAec, otherwise.

Therefore fi(xy) = ¢, for all zy € E. By the definition of edge degree, dz(zy) =
Dowps B(x2) + 30 B(zy) — 2f(2y), for all zy € E. Therefore

dg(zy) =3 e+ > ¢ — 2= cdge (2) + edg (y) — 2c.
#z 2ty

Hence dg(zy) = 2c(n — k — 2), for all 2y € E. Hence G : (o,71) is an edge
regular fuzzy graph. O

Corollary 7. Let G : (o,u) be a strong fuzzy graph such that o is a
constant function and let G* be a regular graph. Then G : (o, 1) and G : (0, 71)
are edge regular fuzzy graphs.

Proof. Given G : (o, p) is a strong fuzzy graph such that o is a constant
function. Then p is a constant function. Therefore the result follows from
theorem 6. O

Remark 8. The converse part of theorem 6 and corollary 7 need not be
true. It can be seen from the following example. Consider G* : (V| E) where
V ={a,b,c,d} and E = {ab,ac,bc, cd}. Define G : (o, 1) by o(a) = 0.4,0(b) =
0.6,0(c) = 0.4,0(d) = 0.4 and p(ab) = 0.2, u(ac) = 0.4, u(bc) = 0.4, pu(ed) =
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0.2. Then G : (o,7) is defined by 7i(ab) = 0.2,7i(ad) = 0.4, 7i(bd) = 0.4, 7i(cd) =
0.2. Here dg(ab) = 0.8, for all ab € E and dg(ab) = 0.8, for all ab € E.
Therefore G : (o, ) and G : (0,71) are edge regular fuzzy graphs, but o and
are not constant functions, G : (o, ) is not a strong fuzzy graph and G* : (V, E)
is not a regular graph.

4. Edge Regular and Totally Edge Regular Property
of u-Complements

Result 9. When G* is complete, the complement of a fuzzy graph G is
same as the p - complement of G.

Proof. By the definition

i(gy) = 4 T@ NoW) = pley), i play) >0,
u(ay) {0, if pu(zy) =0.

Therefore p#(xy) = o(z) + o(y) — p(zy), for all z,y € V. Hence p*(zy) =
(zy),forall z,y € V and xy € E. Also o(z) = o(x) = o(z), for all z € V.
Hence the result. O

Remark 10. If G : (o,p) is an edge regular fuzzy graph, then G* : (o, u*)
need not be edge regular fuzzy graph. For example, consider G* : (V, E') where
V = {a,b,c,d} and E = {ab,ad,bc,bd,cd}. Define G : (o,u) by o(a) =
0.9,0(b) = 1,0(c) = 0.8,0(d) = 1 and p(ab) = 0.4, u(ad) = 0.4, u(bc) =
0.5, u(bd) = 0.9, u(ed) = 0.5. Then GH : (o,ut) is defined by p*(ab) =
0.5, u#(ad) = 0.5, p*(bc) = 0.3, u*(bd) = 0.1, p*(cd) = 0.3. Here dg(ab) = 1.8,
for all ab € E, dgu(ab) = dgu(ad) = dgu(bc) = dgu(cd) = 0.9,dgu(bd) = 1.6
and tdgu(ab) = 1.4 = tdgu(ad),tdgu(bc) = 1.2 = tdgu(cd), tdgn (bd) = 1.7.
Therefore G : (o,u) is 1. 8 - edge regular fuzzy graph, but G* : (o, u*) is
neither edge regular fuzzy graph nor totally edge regular fuzzy graph.

Remark 11. If G : (o, p) is totally edge regular fuzzy graph, then G* :
(o, ") need not be edge regular fuzzy graph. For example, consider G* :
(V,E) where V. = {a,b,c,d,e, f} and E = {ab,bc,cd,de,ef, fa}. Define G :
(o,1) by o(a) = 0.9,0(b) = 0.6,0(c) = 0.5,0(d) = 0.7,0(e) = 0.6,0(f) = 0.7
and p(ab) = 0.6, u(bc) = 0.4, p(cd) = 0.3, u(de) = 0.6, u(ef) = 04, pu(fa) =
0.3. Then G* : (o,u") is defined by p*(bc) = 0.1, pu*(cd) = 0.2, u(ef) =
0.2, u*(fa) = 0.4. Here tdg(ab) = 1.3, for all ab € E, dgu(bc) = 0.2,dgu(cd) =
0.1,dgu(ef) = 04,dgu(fa) = 0.2 and tdgu(be) = 0.3 = tdgu(cd), tdgu(ef) =
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0.6 = tdgu(fa). Therefore G : (o, ) is 1. 3 - totally edge regular fuzzy graph,
but G* : (o, u") is neither edge regular fuzzy graph nor totally edge regular
fuzzy graph.

Theorem 12. Let p(zy) = [o(x)Ao(y)]/2, for allzy € E. Then G : (o, p)
is a k - edge regular fuzzy graph if and only if G* : (o, u**) is also k - edge regular.
Proof. Given

w(zy) = [o(z) ANo(y)]/2, for all xy € E. (3)

By the definition of u - complement

H(ay) = o(z) No(y) — pzy), if plzy) >0,
e 0, if p(xy) = 0.

Therefore p#(zy) = o(z) Ao(y) — [o(z) A o(y)]/2, for all zy € E (see (3)), or

pi(zy) = lo(x) A o(y)l/2,

for all zy € F. Hence

don(wy) =Y ph(w2) + Y p'(2y) — 2t (xy)
a7z 2#Y
= nlwz) + ) plzy) = 2p(xy) = da(ey),
TF#z zF#Yy

for all zy € E. Hence G : (o, ) is a k - edge regular fuzzy graph if and only if
G* : (o, put) is also k - edge regular. O

Remark 13. The converse part of theorem 12 need not be true. In the
following example, G : (o,n) and G* : (o, u*) are edge regular, but p(zy) #
[o(x) N o(y)]/2, for all zy € E. Consider G* : (V, E) where V = {a,b,c,d}
and E = {ab,bc,cd,da}. Define G : (o,pu) by o(a) = 0.9,0(b) = 0.7,0(c) =
0.8,0(d) = 0.7 and p(ab) = 0.4, u(bc) = 0.4, u(ed) = 0.3, u(da) = 0.3. Then
G* : (o, p#) is defined by p#(ab) = 0.3, p#(be) = 0.3, p*(cd) = 0.4, u#(da) = 0.4.
Here dg(ab) = 0.7 = dgu(ab), for all ab € E.

Theorem 14. Let u(zy) = [o(z)Ao(y)]/2, for allzy € E. Then G : (o, 1)
is a k - totally edge regular fuzzy graph if and only if G* : (o, ut) is also k -
totally edge regular.

Proof. Proof is similar to proof of theorem 12. O
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5. Edge Adjacency Sequences

Definition 15. The adjacency sequence of an edge e in a fuzzy graph G
is defined as a sequence of membership values of edges adjacent to e arranged
in increasing order. It is denoted by as(e).

Remark 16. 1. The number of elements in as(e) is the degree of e in G*.
2. The sum of all elements in as(e) is the degree of e in G.

Example 17. Consider the fuzzy graph in the following example.

Consider G* : (V, E), where V = {a,b,c,d} and E = {ab, ad, bd, cd}. Define
G : (o,p) by o(a) = 0.6,0(b) = 0.7,0(c) = 0.8,0(d) = 0.5 and u(ab) =
0.4, u(ad) = 0.5, u(bd) = 0.6, u(ed) = 0.5. The adjacency sequences of the edges
are as(ab) = (0.5,0.6), as(ad) = (0.4,0.5,0.6), as(bd) = (0.4,0.5,0.5),as(cd) =
(0.5,0.6).

Remark 18. When G is edge regular, the underlying graph G* need
not be edge regular. For example, consider G* : (V, E) where V = {a,b,¢,d}
and E = {ab,ad,bd,cd}. Define G : (o,u) by o(a) = 0.4,0(b) = 0.7,0(c) =
0.6,0(d) = 0.5 and p(ab) = 0.2, u(ad) = 0.4, pu(bd) = 0.4, u(ed) = 0.2. This is
an edge regular fuzzy graph of degree 0. 8 whose underlying graph is not edge
regular. Also as(ab) # as(bd). Hence in an edge regular fuzzy graph, all the
edges need not have the same adjacency sequence.

Remark 19. Even if both G and G* are edge regular, then all the edges
need not have the same adjacency sequence. For example, consider G* : (V, E)
where V' = {a,b,c,d} and E = {ab,ac,ad,bc,bd,cd}. Define G : (o,u) by
o(a) = 04,0(b) = 0.7,0(c) = 0.6,0(d) = 0.5 and p(ab) = 0.3,pu(ac) =
0.2, u(ad) = 0.2, u(be) = 0.2, u(bd) = 0.2, u(cd) = 0.1. Here both G and G*
are edge regular. But as(ad) # as(cd).

Theorem 20. I[f G* is a triangle, the degree of an edge in G is the degree
of the vertex opposite to it in G.

Proof. Consider the fuzzy graph G on a triangle G*. Let the vertices of G be
a,b and c. In G, opposite edge of the vertex a is be, opposite edge of the vertex
b is ca and opposite edge of the vertex ¢ is ab. Then dg(a) = p(ab) + p(ac) =
da(be), da(b) = p(be) + p(ba) = dg(ca) and dg(c) = u(ca) + p(cb) = dg(ab).
Hence the degree of an edge in G is the degree of the vertex opposite to it in
G. O

Theorem 21. Let G* be a triangle. Then G is an edge regular fuzzy
graph if and only if u is a constant and all the edges have the same adjacency
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sequence.

Proof. Let G* be a triangle. Then G* is 2 - regular and 2 - edge regular.
Assume that 4 is a constant and all the edges have the same adjacency sequence.
Then G is an edge regular fuzzy graph.

Conversely, assume that G is k - edge regular fuzzy graph. Let the vertices
of G be v1,v9 and v3. Let the membership values of the three edges vivs, vou3
and v3zvy be ki, ko, k3 respectively, where 0 < k; < 1,7 =1,2,3.

Since d(v;vj) = k,i,j =1,2,3 and i # j, we have

ki + ko =k, (

ki + k3 =k, (
ko + k3 =k.

—~
S Ot
S— N

Equations (4)-(5) imply ko — k3 = 0 = ko = k3.

Equations (5)-(6) imply k1 — ke = 0 = k1 = ko.

Hence ki = kg = k3. Substituting k1 = k2 in (4), we get k1 = k/2.

Therefore ki = ko = k3 = k/2. Hence each edge has the same adjacency
sequence (k/2,k/2) and p is a constant. O

Theorem 22. Let G* be a complete graph on four vertices. Then G is k
- edge regular if and only if sum of the membership values of edges in each 1 -
factor is k/2.

Proof. Let G* be a complete graph on four vertices. Then G* is 4 - edge
regular and every edge in G* is adjacent to two 1 - factors. Assume that sum
of the membership values of edges in each 1 - factor is k/2. Then G is k -
edge regular. Conversely, assume that G is k - edge regular fuzzy graph. To
prove that sum of the membership values of edges in each 1 - factor is k/2.
Let the vertices of G be v1,v9,v3 and v4. Let the membership values of the
six edges v1vs, Va3, V3V4, V401, V1v3 and vovy be ki, ko, k3, k4, k5, kg respectively,
where 0 < k; < 1,7 = 1,2,3,4,5,6. Since GG is k - edge regular fuzzy graph,
d(viv;) = k,i,j7 =1,2,3,4 and i # j. Hence, we have

kg + ks + ke + ko =k, (7)
k1 + ks + ke + k3 =k, (8)
ka+ ks + kg + ko =k, 9)
ki + ks + kg + k3 =k, (10)
ki + kg + ko + k3 =k, (11)

)

ki + ko + ks + k4 =k. (12



682 K. Radha, N. Kumaravel

Equations (7)-(8) imply ko + k4 — k1 — ks = 0 = ko + k4 = k1 + k3. Using
this fact in (11), we receive ko + kg = k/2 = ki + ks.

Equations (9)—(11) imply ks + k¢ — k1 — ks = 0 = ks + kg = k1 + k3
= ks + kg = /{:/2.

Therefore k1 + ks = ko + k4 = ks + ke = k/2. Hence sum of the membership
values of edges in each 1 - factor is k/2. O
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