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Programme Educational Objectives(PEOs)

PEO1 (Core Competency) : Graduates will acquire a strong foundation in mathematical, scientific and engineering
fundamentals necessary to formulate, solve and analyze Computer Science and
Engineering problems.

PEO2 (Professionalism) @ Graduates will practice the profession with ethics, integrity and leadership to relate

engineering to global perspective issues and social context,

PEO3 (Higher Studies
and Entrepreneurship)

: Graduales will be prepared lor their careers in the soflware indusiry or in higher studies
leading to research and for applying the spirit of innovation and entrepreneurship in their
carger and continuing to develop their professional knowledge on a life long basis.

Programme Qutcomes(POs)

PO1: Engineering knowledge: Ability to apply the knowledge of mathematics, physical sciences and computer science
and engineering specialization to the solution of complex engineering problems.

PO2: Problem analysis: Ability to identify, formulate and analyze complex real life problems in order to provide
meaningful solutions by applying knowledge acquired in computer science and engineering.

PO3: Design/development of solutions: Ability to design cost effective software / hardware solutions to meet desired
needs of customers/clients.

PO4: Conduct investigations of complex problems: Use research-based knowledge and research methods including
design of experiments, analysis and interpretation of data, and synthesis of the information to provide valid conclusions in
the field of computer science and engineering.

POS5: Modern tool usage: Create, select and apply appropriate techniques, resources and modern computer science and
engineering tools including prediction and modeling to complex engineering activities with an understanding of the
limitations.

PO6: The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, health, safety,
legal and cultural issues and the consequent responsibilities relevant to the professional engineering practice.

PO7: Environment and sustainability: Understand the impact of the professional engineering solutions in societal and
environmental contexts, and demonstrate the knowledge of, and need for sustainable development.

PO8$: Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of the engineering
practice.

PO9: Individual and team work: Function effectively as an individual, and as a member or leader in diverse teams, and
in multidisciplinary settings.

PO10: Communication: Communicate effectively on complex engineering activities with the engineering community and
with society at large, such as, being able to comprehend and write effective reports and design decumentation, make
effective presentations, and give and receive clear instructions.

PO11: Project management and finance: Demonstrate knowledge and understanding of the engineering and
management principles and apply these to one’s own work, as a member and leader in a team, to manage projects and in
multidisciplinary environments.

PO12: Life-long learning: Recognize the need for, and have the preparation and ability to engage in independent and
life-long learning in the broadest context of technological change.

Programme Specific QOutcomes (PSOs)

PSOI1: Software System Design and Development: The ability to apply software development life cycle principles to
design and develop the application software that meet the automation needs of society and industry.
PS502: Computing and Research ahility: The ability to employ modern computer languages, environments and platforms
in ereating nnovative career paths in SMAC (Social, Mobile, Analvtics and Cloud) technologies.

12.5 percent staff time is lost in data collection 4* 48 percent ig the predicted growth of the automotive industry
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K S R Institute for Engineering and Technology
Vision
To become a globalLy recognized Institution in Engineering Education, Research and Entrepreneurship.
Mission
IM1: Accomplish quality education through improved teaching learning process.
IMZ2: Enrich technical skills with state of the art laboratories and facilities.
IM3: Enhance research and entrepreneurship activities to meet the industrial and societal needs

Department of Computer Science and Engineering
Vision
To produce globally competitive Computer Science Engineers and Entrepreneurs with moral values.
Mission
DMI1 (Quality Education) :Provide quality education to enhance problem solving skills, leadership
qualities, team spirit and ethical responsibilities.
:Enable the students to adapt to the rapidly changing technologies by
providing advanced laboratories and facilities,
DM3 (Research and Development) :Promote research based activities in the emerging areas of
techno-environment in order to meet industrial and societal needs.

DM2 (State of art Laboratory)

Most AT is “Female” = Artificial Intelligence Can Write 4  Artificial Intelligence Can Learn @_
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\Machine Learning

The term Machine Learning was coined by Acthur Samuel in 1939, an American pioncer in the ficld of computer gaming and
artificial mtelhigence and stated that “it gives computers the allity to leam without bemng explicitly programmed”, and in 1997, Tom
Mitchell gave a “well-posed” mathematical and r  xelational definition that, *A computer program is said to learn from experience I
with respect to some task T and some performance measure P, if its performance on T, as measurcd by P, improves with cxpericnee E.

Machine learmmg 15 the subset of artificial intelhizence (Al that focuses on building systems that learn—or 1mprove
pertormance—based on the data they consume. Artificial intelligence is a broad term that refers to systems or machines that mimic
human intellipence. Machine learning and AT arc ofien discussed together, and the terms are somcetimes nsed interchangcably, bat they
don’t mean the same thing. An important distinction 15 that although all machine leaming 15 Al not all Al 15 maclhine learning.
Classification of Machine Learning

Machine learning implementations are classificd into three major categorics, depending on the nature of the learning *signal” or
“response’” available to a learning system which are as follows:-

sSupervised learning - Supervised learning, the algorithm is trained by a datasct that is alrcady labeled and has a predefined output

Unsupervised leaming - Unsupervised machine learning involves training based on data that does not have labels or a specific.

delined oulput.

Reinforcement leaming - 1t is about laking suitable action Lo maximize reward m a particuwlar sitwation. In reinforcement learmimg,

there is no angwer but the reinforcement agent decides what to do to perform the given task, In the absence of training dataset, it is

bound 1o learn [rom ils cxperience.

semi-supervised lcaming - Semi-supervised learming 15 a class of machme leanming tasks and lechmgues thal also make use of

unlabeled data for tramming — typically a small amount of labeled data with a large amount of unlabeled data. Semi-supervised

learning falls between unsupervised learning and supervised learning,

S Devi gayathri , HII-CSE
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\£eep Learning

Deep learning is a subset of machine learning in which the tasks are broken down and distributed onto machine learning algorithms
that arc organized in conscoutive layers. Cach layer builds up on the output from the previous laver. Together the layvers constitute an
artficial neural network that mmues the distnbuted approach to problem-solving carmed out by neurons m a human brain. In other

words, it mirrors the functioning of our brains, Deep learning algorithms are similar to how nervous system structured where each neuron
connected cach other and passing information.

Deep leamning models work n lavers and a typical model at least have three layers. Each layer accepts the information from
previous and passcs it on to the next oneg,

Traditional machine learning models have always been very powerful to handle structured data and have been widely used by
businesses [or credil sconng, chum prediction, consumer largeling, and so on,

The success of these models highly depends on the performance of the feature cngineering phasce: the more we work closc to the
business W extract relevanl knowledge from the strociured data, the more powerlul the model will be.

When it comes W unstructured data (images, text, voice, videos), hand engimeered [ealures are time consumimg, bnttle and not
sicalable in practice. That 1s why Neural Networks become more and more popular thanks to their ability to automatically discover the
representations needed for Teature detection or classification from raw data. This replaces manual feature engineering and allows a
nuchine 1o both learn the [eatures and use them o perlorm a specilic task,

One of differences between machine learning and deep learning model is on the feature extraction area. Feature extraction is done
by human in machine lcarning whercas deep learning mode! figure out by itself,
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K.Dharani, [T1-CNE

The 5127 bitlion autonomous vehicle market is being driven by AL e
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Q 1 : You havie g sel ol thirky six cards. The cards are six incolor { six cach) and cach
color 15 numbered from 1 to 6. You draw two cards at random. What 15
probability that they are of a different color and have a different number?

QZ:Which of the following statement(s) correctly represents a real neuron?
A A neuron has a simgle input and a single outpul only
B. A ncuron has multiple inputs but a single output only
C. A peuron has a single input but multiple outpuls
3. A neuron has muliple mputs and multiple oulputs
[i. All of the above statements are valid

QS: “Convolutional Neural Networks can perform various types of transformation (rotations or scaling) in an input”, [s the starement
correel True or False?
A True
B. Falsc

Q4: In which neural net architecture. does weight sharing occur?
A, Convolutional neural Network
IR, Recurrent Neural Network
C. Fully Cormecled Newural Network
D BothAand B

&« For an image recognition problem (recognizing a cat in a photo). which architecture of neural network would be better suited to

solve the problem?
A Multi Layer Perceptron
R, Convolutional Neural Network
. Recurrent Neural networlk

[J. Perceptron R.Babu, II-CSE

L

H The first Al progrom, “The Logic Theorist,” was developed in 1955 by Newell and Simon. e
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%@, Machine Learning Applications in Retail

Machine learning in retail 1s more than just a latest weend, retailers arc implementing big data technologics like Hadoop and Spark
Loy bnld big data solutioms and quickly tealiving the Tact thal 10s only the start. They need a selution which can analyse the data in
real-time and provide valuable insights that can translate into tangible outcomes like repeat purchasing, Machine learning algorithms
process this data intelligently and automate the analysis to make this supercilious goal possible for retail giants like Amazon, Target,

Machine learning use cases in retail
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According to The Reabities of Online Personalisation Report. 42% of retailers are using personalized product recommendations
using machine learning technology. It is no secret thar customers always look for personalized shopping experiences, and these
recormnmendations inercase the conversion rales for the relailers resulting i [antasue revenue. Retallers nune cuslomer aclions,
transactions, and social date to identify customers who are at a high nsk of switching to a competitor. This mformation 15 then
comhined with profitability data so that they can optimize their next best action strategies and personalize end-to-end shopping
cxpenence lor the customer. M.Balaji , IV-CSE

m\\\&éytgmatically Adding Sounds to Silent Movies

In this task the system must synthesize sounds to match a silent video, The system is trained using 1000 examples of video with
sound of a drum stick striking difTerent sarfaces and creating different sounds. A deep learning model associates the video frames with
a database of pre-rerecorded sounds in order to select a sound to play that best matches what s happening in the scene. The system was
then evaluated using a turing-test like setup where humans had to determing which video had the real or the fake (synthesized) sounds,
A very cool application of both convolotional neural networks and TSTM recurrent neural networks, A recarrent neural network o
predict sound features from videos and then produces a waveform from these features with an example-hased synthesis procedure. The
systam shows that the sounds predicted by our model are realistic encugh to fool participants in a “real or fake™ psychophysical
experiment, and that they convey significant information about material properties and physical interactions.

Feal vs, synthesized cochleagram

Friune fram input video

In order to study visually indicated sounds, we collected
't l @ dataset containing videos of humans (the authors) probing
| cnvironments with a drumstick hitling, scratchmg, and
et poking different objects in the scene. We chose to use a
* drumstick so that we would have a consistent way of

egeneraling the sounds. Morcoyer, since the drumsiick docs not

occlude much of a scene, we can also observe what happens to
the object after it is struck, This motion. which we call a
reachion. Unlike tradibonal object- or scenc-cenirie dalascls,
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po: [ —
| —

sich as ImageNet or Places where the tocus of the image 15 a
full scene, our dataset contains close-up views of a small
number of objccls.

Synchocized
!

S Laxmancthi, HI-CSE
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%‘\%Q\KAutnmatic Machine Translation

This is & task where piven words, phrase or senlenee m one languaee, automatically translate il into anether langoape. Aulomalic
machine translation has been around for a long time, but deep learning 15 achieving top results in two specific areas:

o) Automatic Translation of Text.

&> Automatic Translation of Images.

Text translation can be performed without any preprocessing of the sequence, allowing the algorithm to leamn the dependencies
between words and their mapping Lo a new laneuaes. Stacked networks ol Taree LETM recurrent ncural networks are used Lo perlonm
this tremslation. As you would expect, convolutional neural networks are used todentify 1mages that have letters and where the letlers
are in the scene. Unce identified, they can be turned into text, translated and the image recreated with the translated text. This is often
called mstant visual tanslation.

Google

Translate

Break thraugh language barriers.

Google Translate 15 a [ee multihngual machime translation service developed by Google, to translate texl. 14 oflers a websile
interface. mobile apps for Android and 108, and an API that helps developers build browser extensions and software applications,
Google Translate supports over 100 languages al various levels and as of May 2017, serves over 500 million people daily. Various
functions ol gooele ranslate are Wnllen Words Translabion, Websile Translation, Document Translation, Speech Translation, Mobile
App Translation. Image Translation and Handwritten Translation. Hor some languages, Google Translate can pronounce translated text,
For some lanpuages, (ext can be cntered via an on-screen keyboard, through handwriling recognition, or specch recopnition. Google
Translate does nol apply grammatical Tules, since 11s algonithms are based on statistical analysis rather than tradiional rule-based

analysis. PN Koteeshwaran, H-CSE

ﬂ%%_%gl, Internet of Things, Blockchain and cybersecurity are expected to be key trends in 2019
N -
It faces threals [rom rising protectionism, daty Jow curbs and fast-changing technological shifts, but the Indian I'T industry 15
keeping its hopes high for the new year with plans afoot for big investments in automation and artificial intelligence.
For the industry body Nasscom, 2018 has been the vear of Digital at Scale' as IT firms focussed on leveraging new tcchnologics
and ensuring sustamabilily by crealimyg nght skills with help from nmovation, policies and parinerships.

I'he vear ahead is "punctuated with several transformative opportunities”, Nasscom Prasident Debjani Ghosh said.

I'he industry hody has projected exports to grow at 7-9 per cent for 2018-19. almost same as the previous tiscal, but domestic
revenue may grow faster at 10-12 per cent and this may make the new vear transformative with overseas funds accounting tor a lion's
share so far,

A recent Teamlease survey said Indian IT sector is geared up to add around 250,000 new jobs in 2019, Automation, Al and
robotics are expecled Lo reshape workplace cullure and skill requirements with big daia analyiics, machine learning and Al developers
are tumimg oul to be the highest paid areas.

"With hots taking up more mundane tasks, employees are pushed to think 'value' even more - and this has given rise to a set of

dillerent skill seis that are tequired o business as of oday.” Genpacl CHEO Pryash Mchia said.

Mehta said there is also a massive untapped workforce in the non-1T sectors such as healthcare, banking or manufacturing.

According to Nasscom, over 1.200 new advanced technology startups got added to the ecosystem in 2018 with data analytics
being the largest contributor and the startup momentum will continue in 2019,

The debale on whether AT will create jobs or lake away more roles temains open, bul the industry 18 hoping [or bigeer deals,
stronger growth and better marging in the new year.

RS Vasu Mitha, I1I-CSE

3 Google has a Quantum Artificial Intelligence Lab with an actual quantum computer, o
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4 CAPTCHA is short [or Completely Automated Public Turing test 1o tell Computers and Humans Apart 4
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KLanguage Corner

Machine learning is a process to build AT cnabled algorithims with which machines are able to learn or produce codes automatically

through analyzing the given data. Machine learning 1s the subset of Artificial Intelligence and again has the intersection with many fields
including math and psychology. The following 3 languages are used by the machine learning algorithms such as,

1. R Language

2. Python

3. Clanguape

R Language

R language s combined with lexical scooping, which tends Lo provide the fexibilivy in producing statistical models. Bois a really
powerful language to start with machine leamimg, as there are many specified GNU packages available. One can surely choose to use
R tor creating powerful algorithms and plus the R studio has an easy statistical visualisation of yvour alzorithms. Though the languase
is widely used i academic rescarch and gaming really well recognition in the indusioy use mest recently,

"vthon

Pyihon language 15 ome of the most [lexable languages and can be used for vanous purposcs. Python has gained hoge populaniy
base of this. Python does contain special hibraries for machme learmming namely seipy and numpy which great tor hnear algebra and
oerting 1o know kernel methods of machine learning. The lanpuage is ereat to use when working with machine learning algorithms and
has casy synlax relatively,

C language

The mother of all language 15 delinitely a greal programming language o build vour predicative algonithms, This language 15 not
a cakewalk and should be only be considered when you have strong fundamentals of computer science and programming languages,

NSONrYim - NConrym is an open source machine learning library based on
E%VM echnigue. I's written m O progranuming  language and comes with
I'ython programming language bindings.

however, once you are proficient in C language then there is nothing that can stap you #---='-fr o = doemes on 2o o it -
General-Purpose Machine Learning oo
[arknet - Darknet is an open source neural network framework written in C ) [
and CUDA. It is fast, casy to install, and supports CPU and GPU :
computation. : 4007,
Recommender - A C library for product recommendations/sugecstions nsing L
collahorative filterng (CF). E
z E‘.',]l:lll-
Hybrid Recommender System - A hybrid recommender system based upon
seikit-lgarn algorithms. 1 i
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5 Best programming languages for Al

Python

PProlog =>)ava

X IXSE® RPrasanth, K.Gokul IV-CSE

e There is a "Singularity Institute” dedicated to the creation of sate Artificial Intelligence. 'y
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%v Machine Learning Applications in Healthcare
-

Doctors and medical practitioners will soon be able to prodict with accuracy on how long paticnts with fatal discases will live,
Medical systems will leam [Fom data and help pauents save money by skipping unnecessary @s1s, Radiologisis will be replaced by
machine leaming algorithms. Computers and Robots cannot replace doctors or nurses, however the use of life-saving technology
(machine learing) can definitely transform healtheare domain, When we talk about cfficicney of machine learning, more data
produces elffective results — and the healtheare industiry 15 residing on a data goldmine.
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machine learning conld play a vital role in finding what kind of genetic makers Dara '/’
and genes respond to a particular treatment or medication. Personalized e ———
medicatiom or treatment based on individual health records paired with ar S | |

) ) ) i ) Diagrastic Sapocr Therapaute A
analytics is a hot research arga as it provides better disease assessment. In -
Tuture, inercased wsage of sensor integrated devices and mobile apps with

sophisticated remote monitoring and health-measurement capabilities, there v
; * + Patant
would be another data deluge that could be used for treatment efficacy. E“;'Tr";m Engi;mq,

Personalized treatment facilitates health optimization and also reduces overall Halth Reon
healthcare costs. Cuilermes
wearables end
K.Kailash, H-CSE Q fegl e daa
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- Search Engine Result Refining

Gioogle and other search engines use machine learning to improve the search results for vou. Every time vou execute a search,
the algorithms at the backend keep a watch ar how you respond to the results. If vou open the top results and stay on the web page for
long, the scarch engine assumes that the results it displaved were in aceordance to the query. Similarly, if you reach the second or third
page of the search results but do not open any of the results. the search engine estimates that the results served did not match
requirement. This way, the algorithms working at the backend improve the scarch results, The following diagram represcnts
mformation retrieval process.

. Inlormation Rl

| Bock o B

Data Pre
processing

Madules

Apply l Candidate
Algarithms I Model

lterate for best model

Suzine Tarsulios Data pre Prepared

processing Diata

Text
Processing

Iterate wuntl data is ready
Application

Much of the work in mlivmmation rereval can be automaled. Processces such as document mdexing and query relmement are
usually accomplished by computer, while document classification and index term selection are more often performed manually.
Lowever, manual development and maintenance of document databases is time-consuming, tedious, and error-prone. Algorithms that
"minc” documents for mdexing mlommation, and model user mterests (o help them [ommulate guenes, reduce the workload and can
ensure more consistent behavior

NoArun Kumar, 11-CSE
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Tt Machine learning, reorganized as a separate licld, started 1o (Jourish in the 1990s, vy
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